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Welcome to the second issue of Behavioral Science & Policy (BSP). 

We are pleased to present eight articles that extend the reach of 

behavioral science research across a wide range of policy applications. 

Some articles focus on everyday individual activities such as debt repayment 

and paying government vehicle fees online. Others examine ambitious 

social policy objectives such as strengthening families and reducing bias 

in criminal justice systems. Still others speak to global challenges such 

as curtailing the recruitment of extremist militants and how to better 

communicate the uncertainty surrounding topics including climate science 

and intelligence forecasts.

The initial three articles in this issue remind us that public and private 

sector policies are often most effective when organizations identify and 

address the unique needs of individuals. The first investigates an important 

and timely question: When are immigrants vulnerable to recruitment by 

ideological radicals? Lyons-Padilla, Gelfand, Mirahmadi, Farooq, and Van 

Egmond report a fascinating survey of immigrant Muslims in the United 

States. These authors found that such immigrants tend to feel marginalized 

if they do not identify with either their culture of origin or the society in 

which they live. When these marginalized immigrants then experience 

discrimination, they tend to be more attracted to radical groups than are 

immigrants who have found or retained a sense of cultural identity.

Lavner, Karney, and Bradbury take on the critical question of how federal 

programs can most effectively promote healthy marriages among couples 

with low incomes. After taking stock of three large-scale field interventions, 

the authors suggest that a commonly used singular focus on education 

is unlikely to be effective. Instead, new initiatives should also address the 

challenging economic constraints that the couples face, which can put 

significant stress on relationships. Finally, Karlan, Morten, and Zinman 

present the findings of a study run in the Philippines—the text messaging 

capital of the world—that encouraged timely repayment of debts using 

texted reminders. Their results suggest that the personal connections in 

these seemingly impersonal financial transactions are of critical importance. 

Specifically, a personal message from a loan officer can be especially 

effective, but only when the borrower knows the loan officer through 

prior borrowing.

editors’ note
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Three additional articles explore general-purpose policy tools that 

promise to extend the reach of behavioral insights to new purviews. First, 

Rogers, Milkman, John, and Norton address the question of how to help 

people translate their good intentions into positive actions such as voting 

or getting a flu vaccine. The authors review a body of behavioral research 

showing that simply prompting people to explicitly articulate a concrete 

and specific plan can be surprisingly effective at increasing follow-through. 

Second, Ho, Budescu, Dhami, and Mandel address the widely relevant issue 

of how expert advisers in business and government should communicate 

the degree of uncertainty associated with a forecast or conclusion. The 

authors promote a research-based approach for standardizing language 

used in such communications, an approach they have tested with favorable 

results in the climate science and intelligence analysis domains.

Castelo, Hardy, House, Mazar, Tsai, and Zhao present an example of a 

large-scale field experiment in which simple and virtually costless mailer 

design adjustments improved the effectiveness of a government service. 

In this case, increasing the salience of a key message on a mailer that 

encouraged payment of an annual automobile fee online, rather than in 

person, substantially increased online participation. The effect was most 

pronounced when messages emphasized potential gains from paying 

the fee on the Internet. In contrast to previous research findings in other 

contexts, similar messaging emphasizing losses was marginally less 

effective. The authors also share practical lessons they have learned from 

their ongoing government–academic collaboration.

Finally, in this issue, we extend the reach of BSP by featuring two new 

publication categories. In the first of our Proposals articles, Sah, Robertson, 

and Baughman take on the important topic of risks within the criminal 

justice system from unconscious racial bias among prosecutors. The 

authors argue that, whenever possible, prosecutors should be kept unaware 

of the race of a suspect when they are choosing whether to file a criminal 

charge or accept a plea deal. In fact, such blinding is not without precedent: 

The U.S. Department of Justice requires review committees of capital cases 

to examine defendant files in a race-blind manner. Second, responding to 

the recent surge of interest among governments, nonprofit organizations, 

and businesses in applying behavioral science insights, we introduce a new 

Reports category for articles that summarize and synthesize major project 

reports. Congdon and Shankar present the first, reviewing the projects 

pursued and lessons learned by the U.S. Social and Behavioral Science Team 

(SBST) during its first year of operation. The article also explains implications 

of President Obama’s recent executive order directing federal agencies to 

work with the SBST to identify and test opportunities for applying behavioral 

insights to enhance the effectiveness of federal programs.
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Looking forward, we are excited to report that we are receiving an 

increasing flow of excellent submissions to BSP. In coming issues, we plan 

to feature Spotlight Forum article clusters that address pressing challenges 

(such as enhancing the effectiveness of prekindergarten education) and 

emerging opportunities (such as a behavioral agenda for federal policy 

interventions that might be facilitated by the SBST). We welcome reader 

suggestions on what other topics merit emphasis on the pages of BSP, and 

we invite you to explore our new Policyshop blog (https://behavioralpolicy.

org/blog/) to stay informed about developments in the behavioral policy 

world. Consider joining the Behavioral Science & Policy Association, the 

nonprofit community of behavioral scientists, policymakers, and other 

practitioners that co-publishes BSP with the Brookings Institution (https://

behavioralpolicy.org/).

Our primary plan for this journal is to continue to feature innovative 

public and private sector policy solutions that draw on rigorous study 

of individual, group, and organizational behaviors. We look forward to 

continuing to extend our reach to a growing and more diverse and more 

international readership. As always, we welcome your feedback.

 

Craig R. Fox & Sim B. Sitkin 

Founding Co-Editors
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Belonging nowhere:  
Marginalization & radicalization 
risk among Muslim immigrants

Sarah Lyons-Padilla, Michele J. Gelfand, Hedieh Mirahmadi, 
Mehreen Farooq, & Marieke van Egmond

abstract. In the last 15 years, the threat of Muslim violent extremists 

emerging within Western countries has grown. Terrorist organizations 

based in the Middle East are recruiting Muslims in the United States and 

Europe via social media. Yet we know little about the factors that would 

drive Muslim immigrants in a Western country to heed this call and become 

radicalized, even at the cost of their own lives. Research into the psychology 

of terrorism suggests that a person’s cultural identity plays a key role in 

radicalization, so we surveyed 198 Muslims in the United States about their 

cultural identities and attitudes toward extremism. We found that immigrants 

who identify with neither their heritage culture nor the culture they are 

living in feel marginalized and insignificant. Experiences of discrimination 

make the situation worse and lead to greater support for radicalism, 

which promises a sense of meaning and life purpose. Such insights could 

be of use to policymakers engaged in efforts against violent extremism, 

including terrorism.

There is a critical need for academics and policy-

makers to better understand the puzzle of how and 

why some people turn to violent extremism.i Violent 

extremism is not limited to actions within any single 

faith community. It is a broad term that applies to threats 

emanating from a range of organizations and move-

ments that use violence to pursue ideological, social or 

political goals. White supremacist movements, anarchist 

Lyons-Padilla, S., Gelfand, M. J., Mirahmadi, H., Farooq, M., & van Egmond, 
M. (2015). Belonging nowhere: Marginalization & radicalization risk 
among Muslim immigrants. Behavioral Science & Policy, 1(2), pp. 1–12.

militias, eco-terrorists, and Muslim militants associated 

with terrorist organizations such as Islamic State of Iraq 

(ISIS) and al-Qaeda all fall in this category.

In response to violent transnational groups’ 

increased recruitment of Muslim immigrants in Western 

countries, we researched factors that could contribute 

to the risk of radicalization among such immigrants, 

a potentially vulnerable demographic. Recent events 

make clear that this issue is becoming increasingly 

important both within and outside of the United States. 

It is estimated that more than 5,000 recruits from 

Europe and the United States have gone to Syria and 

finding
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Iraq to fight for groups such as ISIS, and some return 

to their countries radicalized and equipped to carry 

out attacks on or near their own soil.1–3 Among these, 

apparently, was Belgian-born Abdelhamid Abaaoud, 

who led the November 2015 terrorist attacks in Paris 

that killed 130 people and wounded more than 350. 

Only a few weeks later, Syed Farook and Tashfeen Malik, 

an American-born citizen and a Saudi Arabian immi-

grant, pledged allegiance to ISIS and killed 14 people at 

a holiday party in San Bernardino, California. Govern-

ments around the globe need a better understanding 

of the root causes of such radicalization to implement 

successful policies to counter violent extremism (CVE), 

including terrorism.

While it may surprise some, evidence is strong that 

religion is not the primary motivator for joining violent 

extremists like ISIS.4,5 In fact, research on the charac-

teristics of violent extremists suggests that many are 

religious novices or converts.6 For example, two young 

British men jailed in 2014 on terrorism charges had 

ordered Islam for Dummies and The Koran for Dummies 

before going to fight in Syria. Instead, religion is some-

times used to legitimize personal and collective frustra-

tions and justify violent ideologies.

In light of the recent increase in foreign fighters for 

the ISIS, many of whom are first- or second- generation 

immigrants, more attention should be directed to 

immigrants’ identity processes, or, in other words, 

how people manage their identities with their culture 

of origin (for example, home country or religion) and 

their identities with their new home country’s culture. 

Recruiters explicitly target first- and second-generation 

Muslims in typically non-Muslim countries as part of 

their call to “embark on jihad in your own countries.”7 

The vast majority of Muslim immigrants, of course, 

ignore the call. How can policymakers understand what 

draws the few immigrants who respond?

Research to date indicates that, in general, terror-

ists are not unusual in terms of their psychopathology 

or personality.8,9 But recent studies have shown that 

some people who join violent extremist movements 

are on a quest for significance, a sense that their lives 

have purpose and meaning.10,11 They want to generate 

this sense of worth in themselves and appear worthy in 

the eyes of others.12 Personal trauma, shame, humilia-

tion, and perceived maltreatment by society can cause 

people to feel a loss of self-worth, which we call signif-

icance loss. Individuals who have experienced such 

losses of significance may be attracted to opportunities 

to restore a sense of self-worth and clear identity.13–17

Recruitment material made by Qaeda and affiliates, 

for example, often invoke the humiliation and suffering 

of Muslims throughout the world, which can resonate 

with people who relate to a collective experience of 

significance loss (see reference 12). In many propa-

ganda videos and other recruitment efforts, commit-

ting to a violent extremist organization’s definition of 

jihad is presented as a route to regaining significance. 

Terrorist organizations, in other words, offer a sense 

of belonging, purpose, and the promise of recognition 

and status to anyone who works on their behalf.18 This 

is not unlike the sense of community that street gangs 

promise to American youth who lack belongingness and 

direction in their lives.19

In this context, vital questions arise for policymakers 

aiming to prevent violent extremism. Among the most 

important of these questions is which populations are 

at greatest risk of the loss of identity, purpose, and 

value? Social psychology studies offer some important 

clues. Michael Hogg and colleagues, for instance, have 

observed that joining a group with a clear ideology 

and strong norms reduces uncertainty among group 

members. The distinction between “us” versus “them” 

that group identification provides helps people under-

stand who they are, what they should believe, and what 

to expect of others outside of their group (see refer-

ences 13 and 17). For example, in one study, students 

from Australia who were made to feel uncertain were 

more likely to support an extreme group on campus 

and demonstrate support for its radical behavior (see 

reference 16). Religious groups are particularly effec-

tive at offering a sense of certainty, which may explain 

the appeal of violent extremist organizations for some 

Muslim immigrants.20

Building on research about immigrant accultura-

tion, we theorized that certain Muslim immigrants and 

minorities who feel culturally homeless and are, in 

effect, marginalized lack a clear sense of belonging.21 

They, in turn, may be attracted to a supportive group 

that affirms their sense of self-worth and offers a clear 

sense of identity. We propose that marginalized immi-

grants are at much higher risk for feeling a loss of signif-

icance and hence are more susceptible to radicalization.

We examined this proposal with a cross- sectional 

survey of Muslims in the United States. To our knowl-

edge, this is one of the first empirical studies to 
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investigate whether and how marginalized immigrants 

are at risk for becoming radicalized. Our results suggest 

that helping Muslims become more integrated into 

and accepted by society and supporting their efforts 

to preserve aspects of their own culture could be steps 

that help prevent such radicalization.

Building on Existing Insights about 
Marginalized Immigrants

Decades ago, John Berry and colleagues22–25 identi-

fied four different acculturation orientations that fall 

on two dimensions: the extent to which one maintains 

contact with one’s heritage culture and the extent to 

which one forges connections with others in the larger 

society. These orientations apply to first-generation 

immigrants as well as to subsequent generations who 

grow up exposed to the heritage culture and the culture 

of the larger society. In Berry’s formulation, those 

who primarily consider themselves part of the larger 

society but are not part of their own heritage culture 

are considered assimilated; those who primarily identify 

with their heritage culture but do not identify with the 

host culture are considered separated. Those who iden-

tify with both societies equally are integrated, and those 

who do not identify with either culture are marginal-

ized. Overall, the integrated are the best off in terms of 

mental and physical health, success at school and work, 

and life satisfaction (see reference 23), and the sepa-

rated and assimilated are better or worse depending on 

the context.26 The marginalized do not fit in anywhere. 

These individuals were shown to be at risk for a number 

of negative outcomes in domains ranging from health 

to happiness to school and work adjustment (see refer-

ences 22, 23, and 25).27

Michael Taarnby28 and John Berry29 have theorized 

that marginalization, alienation, and discrimination could 

be possible precursors to radicalization, although this 

has yet to be examined empirically. Several studies have 

found, though, that identity processes are important 

for radicalization. For example, a 2013 study of Muslim 

youth in the Netherlands found that feeling discon-

nected from Dutch society at large was an important 

determinant of developing a radical belief system.30 

Other research has recognized identity conflict as a risk 

factor for radicalization. Bernd Simon and colleagues 

found that Turks and Russians living in Germany showed 

greater sympathy for radical action when their German 

and heritage culture identities were perceived to be in 

conflict with each other.31 This finding highlights the 

importance of understanding the interplay between 

cultural identities and the consequences of fitting 

in nowhere.

In this research, we build on previous work to address 

a new question, namely, whether and how marginal-

ization—a condition wherein individuals do not identify 

with either the home or the host culture and are, in 

effect, culturally homeless—can increase attraction to 

and support for extremist groups and causes among 

immigrants. We expect that the marginalized person 

experiences feelings of significance loss and may be 

looking for opportunities to affirm a sense of identity 

and self-worth (see reference 10). Building on Michael 

Hogg’s research (see references 13–17), we propose that 

marginalized immigrants feel a loss of significance and 

can be attracted to fundamentalist groups that offer a 

clear sense of inclusion and purpose and the opportu-

nity to restore a sense of self-worth.

We are also interested in the factors that strengthen 

the relationship between marginalization and signifi-

cance loss so we can identify potential interventions 

for policymakers. Research on terrorism highlights the 

role of acute negative events—such as job loss, financial 

struggles, and victimization or humiliation—in radical-

ization processes (see reference 10).32–35 We further 

propose that discrimination is one such experience that 

can contribute to additional significance loss among 

marginalized Muslim immigrants. Discrimination against 

Muslims has increased in the post-9/11 era, as many are 

subjected to name-calling, racial profiling, and nega-

tive representations of Islam in the media.36 A study of 

Muslims in the Netherlands revealed that perceiving 

discrimination from the Dutch majority strengthened 

identification with the immigrant culture and weakened 

commitment to Dutch society.37 Although any immi-

grant can be a victim of discrimination, we expect that 

marginalized immigrants, who already lack the sense 

of self-worth that is afforded by social connectedness, 

may be particularly jarred by outside reminders that 

they do not fit into society. Therefore, we predicted 

that the link between marginalization and significance 

loss is exacerbated by experiences of discrimination, 

which increase the appeal of fundamentalist groups and 

causes. Although we made no specific predictions with 

respect to integration, assimilation, and separation, we 

controlled for these factors in our analysis to look at the 
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unique effect of marginalization on radicalization. We 

also examined whether they emerged as factors of risk 

or protection under conditions of discrimination.

We proposed a model in which marginalization 

relates to feelings of significance loss and those feel-

ings, in turn, are associated with increased support for 

the behavior and ideologies of fundamentalist groups. 

We expected that experiences of discrimination would 

exacerbate the relationship between marginaliza-

tion and a sense of significance loss. We examined 

this hypothesis using data from a one-time survey of 

nearly 200 Muslim Americans. Our findings support the 

proposed model, but the design of our study limits how 

much we can say about the dynamic, additive changes 

our model proposes.

A Survey of Muslim American 
Attitudes and Beliefs

We collaborated with an educational and community- 

based organization, the World Organization for 

Resource Development and Education (WORDE), to 

administer surveys among first- and second- generation 

Muslim immigrants in the United States. To develop 

our survey materials and gain a more thorough under-

standing of the challenges Muslims experience in Amer-

ican society, we conducted 20 exploratory interviews.

Potential participants were contacted through 

WORDE, and the survey was administered online. The 

survey took between 30 and 40 minutes to complete 

for most participants, who received a $25 Amazon.com 

gift card as compensation. Given the sensitive nature of 

this survey, drawing responses from a random sample 

of unsolicited respondents would have been difficult. 

WORDE solicited participants from its contacts database 

and its social media networks, which include over 3,000 

individuals from diverse cultural, ethnic, and religious 

backgrounds. Their contact list comes from more than 

two decades of community building, research, and 

advocacy conducted by WORDE specialists across the 

United States. They have cultivated these relationships 

through programming and research initiatives in the 

Washington, DC, metropolitan area; Chicago; Houston; 

Los Angeles; Michigan; New Jersey; and New York, 

among other regions. Our survey focused on young 

adults because of the radicalization research that identi-

fies 18- to 35-year-olds as representing the age range at 

the greatest risk (see reference 35).

Participants were 260 Muslims from 27 different 

states, but Maryland (60 participants), Virginia (35 

participants), and California (30 participants) were the 

most strongly represented. Participants who did not 

meet eligibility criteria (for example, Muslim converts 

without a recent migrant background) or who failed to 

pay attention to the survey instructions were removed 

prior to analyses. We monitored for ineligible responses 

throughout the data collection process and closed the 

survey when we believed the number of analyzable data 

points met our initial sample target of 200 participants. 

Participants were removed from analyses if they failed 

more than one attention-check question, completed 

the survey in an unusually short time (that is, in less than 

15 minutes), left large sections of the survey blank, or 

attempted to complete the survey more than once. We 

were ultimately left with 198 participants (78 male, 107 

female, 13 who did not report gender; mean age = 27.42 

years). In this sample, 92 were first-generation immi-

grants and 105 were second-generation Americans. 

We sampled from more than 20 heritage country back-

grounds, but more than half (105 participants) identified 

Pakistan as their heritage country.

Because of the sensitive nature of the survey content, 

we took several steps to ensure anonymity and confi-

dentiality. Before providing consent to take part in 

the survey, participants first read a description of the 

purpose of the research, which was to understand more 

about the experiences of Muslims in the United States. 

We emphasized that identifying information would not 

be collected and encouraged participants to answer 

as honestly as possible, mentioning that some ques-

tions might be difficult to answer. The survey first asked 

participants about their cultural identity and experiences 

of discrimination in the United States. Then participants 

answered questions about their general psychological 

state, including items measuring a sense of significance 

loss. Questions about radicalization were placed near 

the end of the survey. Finally, participants completed a 

section of demographic questions. (A detailed descrip-

tion of our research methods is available online in the 

Supplemental Material.)

Querying about Risk Factors

Our survey used questionnaires with scaled responses 

to ask about marginalization, assimilation, separa-

tion, integration, experiences of discrimination, and 
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feelings of significance loss. We measured support for 

radicalism in two ways. We included questions that 

assessed support for a radical interpretation of Islam 

and presented participants with a description of a hypo-

thetical group modeled after the attributes of violent 

extremist organizations. Participants were asked to indi-

cate how much they thought people in their social circle 

would support such a group. 

Acculturation

The measure of acculturation tapped into respondents’ 

own feelings about their cultural customs and values, 

specifically with respect to integration (“I wish to main-

tain my heritage culture values and also adopt key 

features of American values”), assimilation (“I wish to give 

up my heritage culture values for the sake of adopting 

American values”), separation (“I wish to maintain my 

heritage culture customs rather than adopt American 

customs”), and marginalization (“I do not wish to main-

tain my heritage culture values or adopt American values 

as I feel uncomfortable with both types of values”).

Our preliminary interviews suggested that one’s 

identity as a Muslim is just as important as one’s identity 

from one’s country of origin, so we supplemented our 

measure of marginalization with two questions about 

Muslim culture rather than the heritage country: “There 

are times when I feel like I don’t belong to any culture” 

and “Sometimes I don’t feel part of American culture or 

part of Muslim culture.” 

Discrimination

We included an eight-item scale based on previous 

work on discrimination against Muslims.38 Sample items 

include “Have you ever experienced hostility or unfair 

treatment because of your religion?” and “Have you ever 

experienced hostility or unfair treatment because of your 

cultural background?” Items were measured on a five-

point scale ranging from 1 = never to 5 = all of the time.

Significance Loss

We adapted the 24-item Need Threat Scale39–41 with 

subscales for belongingness, meaningful existence, 

control, and self-esteem, as these are all needs thought 

to be captured in the quest for significance. We added 

four of our own items pertaining to humiliation, shame, 

hopelessness, and anger. These items were derived 

from interview responses as well as previous work on 

significance loss (see reference 10). Participants were 

asked to indicate on a five-point scale how often they 

felt different states and emotions. 

Support for a Radical Interpretation of Islam

We included 10 items representing a radical interpre-

tation of certain tenets of Islam, such as the meaning 

of jihad.42 Sample items include “Muslims in America 

should help their oppressed brothers and sisters in 

other parts of the world by participating in combative 

jihad”; “It is important to give to Islamic charities, even if 

their ideological beliefs may be extreme at times”; and 

“Combative jihad is the only way to conduct jihad.”

Support for Fundamentalist Groups

We presented participants with a description of a 

hypothetical fundamentalist group made up of young 

Muslims in the United States. The text was modeled 

after other radicalization research and adapted to fit 

the religious context (see reference 16). The description 

was tested in advance to ensure that the group was 

perceived as neither too extreme nor too mainstream. 

The hypothetical group made clear their stance against 

American maltreatment of Muslims and promised 

belongingness, commitment, and loyalty to poten-

tial members. Although violence was never explicitly 

mentioned, the hypothetical group justified extreme 

actions to support its cause. The full text can be 

obtained by contacting the authors.

Drawing from the the literature on the psychology 

of radicalization (see reference 16 and reference 31), 

we asked participants how much they thought most 

people they know would like the hypothetical group, 

how willing these friends would be to engage in activ-

ities on behalf of the group, and to what extent their 

friends would sympathize with the group should it 

engage in extreme behaviors. Because we expected 

that many participants would be reluctant to express 

their true opinions if they were asked about their own 

attraction to the group, rather than ask for their own 

opinions, we asked participants to indicate the extent 

to which most people they knew would be interested 

in the group, a framing approach that has been used in 

other research as a substitute for measuring individual 
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attitudes.43,44 We formed a 12-item composite measure 

from these questions.

Measuring Potential Factors 
Contributing to Radicalization

We used a statistical method called moderated medi-

ation analysis45 to test our hypothesis that feelings of 

marginalization and significance loss would predict 

support for fundamentalist groups and causes. This 

allowed us to look at whether and how intermediary 

processes such as discrimination might explain the 

relationship between the two variables. We also wanted 

to examine how these relationships might change in 

response to additional experiences such as integration, 

assimilation, and separation. We ran the analyses twice 

to see connections with support for radical beliefs and 

support for fundamentalist groups. (A detailed descrip-

tion of our results is included in the online Supplemental 

Material. Supplemental Figures 1 and 2, for example, 

depict the moderated mediation relationship for each 

indicator of support for radicalism, and the unstan-

dardized loadings with standard errors are provided 

in the text.)

Support for a Radical Interpretation of Islam

As expected, feelings of marginalization predicted a 

greater sense of significance loss. So did experiences 

of discrimination. Moreover, the relationship between 

marginalization and significance loss became stronger 

with more experiences of discrimination. In this formu-

lation, feeling a loss of significance predicted support 

for radical interpretations of Islam.

Support for Fundamentalist Groups

As before, marginalization and discrimination were 

found to predict feelings of significance loss. This rela-

tionship between marginalization and significance loss 

became stronger with the experience of more discrim-

ination. In turn, significance loss predicted attraction 

to fundamentalist groups. This analysis is in line with 

our prediction that marginalization could be related to 

attraction to fundamentalist groups if a person feels a 

loss of significance and high degrees of discrimination.

Although we focused primarily on the role of margin-

alization in this study, we also looked at the implications 

of other acculturation factors. Strong feelings of inte-

gration ran counter to a loss of significance. Assimila-

tion, though, was unrelated to any of the variables of 

interest. Feelings of separation were associated with 

an increased risk for supporting radical interpretations 

of Islam. Marginalization was the only factor of accul-

turation that related to increased significance loss (see 

Figures 1 and 2).

We tested interactions between the other accultur-

ation variables and experiences of discrimination to 

determine whether any of them might be factors for risk 

or protection. We found two notable interactions. First, 

the more participants felt integrated, the less discrim-

ination was associated with significance loss. Second, 

although separation by itself did not predict significance 

loss, it apparently did when it was paired with higher 

levels of discrimination.

Relevance to Extremist Group Recruitment

Terror attacks committed from within by a target coun-

try’s citizens and by established immigrants have risen 

steadily in the past few years.46 For instance, the 2013 

Boston Marathon bombing was committed by brothers 

Tamerlan and Dzhokhar Tsarnaev, ethnic Chechen 

Muslims who had been in the United States for more 

than 10 years. The younger brother, Dzhokhar, was a 

naturalized U.S. citizen enrolled in an American college. 

Faisal Shahzad, who was foiled in an attempt to deto-

nate a car bomb in Times Square in 2010, was also a 

naturalized American citizen. The two horrifying terror 

attacks on Paris in 2015 were led by Muslim men born 

in France and Belgium. Similarly, the late 2015 shooting 

rampage in San Bernardino, California, was led by a 

husband and wife; one was born in Chicago, the other 

was an immigrant born in Pakistan. Policymakers clearly 

need to be able to identify risk factors for the radical-

ization of established immigrants and to understand the 

psychological processes that attract at-risk individuals 

to violent extremist groups, with an eye toward creating 

effective prevention-oriented interventions.

Some counterterrorism experts have postulated a link 

between radicalization and identity struggles (see refer-

ence 2),47 and our research provides some of the first 

data supporting this relationship. Our results showed 

that marginalized immigrants in the United States may 

be at much greater risk for feeling a loss of significance, 

which, in turn, may be related to increased support 
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Figure 1. Model showing the eect of marginalization on support for a radical interpretation of 
Islam is not direct but occurs via significance loss. The eect of marginalization on significance loss 
is exacerbated by experiences of discrimination.
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Figure 2. Model showing the eect of marginalization on support for the fundamentalist group is 
not direct but occurs via significance loss. The eect of marginalization on significance loss is 
exacerbated by experiences of discrimination.
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for fundamentalist groups and ideologies. A loss of 

significance stemming from personal trauma, shame, 

humiliation, and perceived maltreatment is associated 

with increased support for radicalism. Experiences of 

discrimination exacerbate this process. Discrimination 

by others in the larger society was associated with 

amplified feelings of a loss of significance, which, in 

turn, predicted support for fundamentalist groups and 

causes. Marginalization and discrimination are particu-

larly potent when experienced in tandem.

Feelings of marginalization were the only accultura-

tion variable associated with significance loss, because 

all of the other factors of acculturation could provide 

some sense of social identity and self-worth. Immi-

grants who were more integrated did not experience as 

much loss of significance as a result of discrimination, 

compared with their less integrated peers. However, our 

data suggest individuals who feel strongly tied to their 

heritage culture may suffer from significance loss when 

they feel discriminated against. Because we found that a 

loss of significance is associated with increased support 

for radicalism, it should raise concern that not only is 

discrimination related to an overall threatened sense 

of self-worth but that such experiences are particularly 

damaging for marginalized and separated immigrants.

This study cannot prove definitively what causes 

the radicalization of immigrants. The design of our 

study limits our ability to fully test our process-based 

model of immigrant radicalization. We might know 

more about that process if we had been able to admin-

ister the survey a second time, but that would have 

required collecting identifying information about our 

subjects so that we could follow up. Given our concern 

about participants answering sensitive questions 

honestly, we decided not to ask participants for their 

contact information.

We measured correlations, not causes. Although we 

feel our model offers a persuasive explanation, one also 

might propose that the causal arrows in the model run 

in the opposite direction. For example, it could be that 

support for radicalization leads to a loss of significance, 

which, in turn, causes immigrants to feel marginalized 

and excluded. It is also plausible that individuals who 

develop radical belief systems become distanced from 

moderate Muslims and the larger society. It is also 

possible that a loss of significance could add to a sense 

of withdrawal and increased perceptions of exclusion. 

Given the significance-restoring properties of extreme 

groups, however, we think it is unlikely that support for 

radicalism would cause significance loss (see references 

10 and 18).

Our study does not allow us to assess feedback 

loops that might propel the variables in the model. For 

example, it is possible that these processes form an 

additive loop in which marginalized individuals who 

experience discrimination become attracted to funda-

mentalist groups and, through their involvement in such 

groups, begin to feel further marginalized. Likewise, 

individuals who feel separate from society and who have 

developed radical ideologies may strengthen their iden-

tification with their heritage group, ultimately becoming 

more separated from the broader society. In the future, 

researchers could use longitudinal designs that measure 

individuals’ experiences, feelings, and ideologies at 

multiple points in time to capture the dynamic process 

of immigrant marginalization and radicalization.

Because this study was based on a self-report 

survey, it could not measure actual radical thought 

and action. Some participants may not have answered 

the radicalism questions completely honestly because 

of social strictures or concern about being identified. 

We attempted to address this problem by recruiting 

participants through a trusted organization, by empha-

sizing that responses were totally anonymous, and by 

including radicalism measures that were not framed too 

directly (that is, we asked participants how much people 

in their social circle would support the hypothetical 

fundamentalist group). In the future, researchers should 

attempt to replicate these results in a randomized 

sample that is more broadly representative of American 

Muslims than was possible with our sample.

For practical reasons, it was impossible for us to 

measure actual extremism. Our results should not be 

taken to mean that individuals who are marginalized or 

excluded and experience significance loss will eventu-

ally join a violent extremism movement, but they may be 

at increased risk to do so. Presumably many individuals 

bear grievances against their host societies without ever 

engaging in violence. 

Insights of Use to Policymakers

Recognizing the threat that violent extremism poses 

for national security, some political figures have taken 

a “better safe than sorry” approach, proposing limits on 

the acceptance of Syrian refugees and other Muslim 
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migrants as well as programs to monitor Muslims already 

on American soil. However, our data suggest that 

anti-Muslim rhetoric is likely to be counterproductive. 

Exclusionary policies reinforce the ISIS narrative that 

the West is anti-Islam, increasing its appeal for Muslims 

who are feeling marginalized and discriminated against 

and looking for opportunities to regain significance. We 

should not confuse being anti-ISIS with being anti-Islam.

We surmise that many of the counterterrorism initia-

tives and surveillance policies currently being used to 

identify violent extremists may actually paradoxically 

fuel support for extremism. Recent examples of home-

grown plots lend support to this notion. For example, 

the failed Times Square bomber, Faisal Shahzad, felt 

angry about the treatment of Muslims in the United 

States and the West more generally following the 

September 11 attacks, as well as about American military 

intervention in Iraq under the pretense of searching for 

weapons of mass destruction. He told authorities that 

he had struggled to find a peaceful but effective way to 

cope before ultimately attempting to set off a car bomb 

in 2010.48 Racial profiling and spying programs in the 

post-9/11 era that target Muslims are likely to induce 

feelings of perceived discrimination or exclusion and 

contribute to a sense of significance loss. Our findings 

should help to discourage policymakers from designing 

programs that aggravate or perpetuate hostility between 

the immigrant Muslim community and the Western 

governments under which they live.

The reality is that more than three million Muslims 

are already living in the United States49 and more than 

thirteen million are living in Western Europe.50 Efforts 

to prevent radicalization within Muslim communities 

are more likely to succeed if they focus on achieving 

integration rather than alienation. To this end, our data 

suggest several strategies. First, Muslims in the United 

States should not be forced to choose between Amer-

ican and Muslim identities. This means helping the 

moderate Muslim majority become more integrated into 

and accepted by society without being pressured to give 

up important aspects of their own culture, including but 

not limited to language, religious articles of clothing, 

dietary customs, and observance of religious rituals and 

holidays. Significance loss could be forestalled if Amer-

ican Muslims are able to develop an American identity 

without having to give up their cultural heritage. Inte-

gration strategies that provide opportunities for Muslim 

immigrants to actively maintain their multiple cultural 

identities may be able to reduce their vulnerability to 

marginalization and radicalization.

Unfortunately, fostering a more welcoming climate 

for integration is not as simple as hosting an ad 

campaign to promote a more positive image of Islam in 

society or stifling discriminatory discourse. Policymakers 

and society at large must acknowledge that a multicul-

tural country’s identity is derived from diverse sources 

of cultural influence, including meaningful contributions 

from individuals with a Muslim heritage.

Young Muslims who are at risk and feeling margin-

alized and discriminated against may be guided toward 

nonviolent groups that have significance-restoring 

effects on participants. Future researchers should search 

for groups and activities that provide attractive alterna-

tives to violent extremist organizations that satisfy needs 

for significance.

In the United States, the federal government has 

proposed educational and cultural exchange projects 

geared toward promoting diversity, tolerance, and 

minority integration. The White House is looking to 

build community resilience programs for at-risk youth 

through technical skills training and opportunities for 

civic education, community service, and empowerment. 

Our research suggests that these types of programs 

hold promise, particularly if they focus on the accep-

tance of multiple identities and provide psychological 

inoculation against feeling a loss of significance. Obvi-

ously such government programs should be measured 

and evaluated to see whether they are successful in 

providing alternative avenues for at-risk youth to feel 

gains in significance and self-worth.

There are some real-world examples of how 

providing alternative avenues toward feeling significant 

can derail support for radicalism. One deradicalization 

program in Sri Lanka offered detained members of 

the Tamil Tigers vocational education programs that 

increased their sense of self-efficacy and prepared them 

for their reintegration into society. When compared 

with a control group, these individuals demonstrated 

decreased support for the violent struggle against the 

Sinhalese over time (see reference 11).51 In the city of 

Aarhus, Denmark, law enforcement partnered with the 

Muslim community to approach at-risk individuals and 

steer them away from engaging in violent extremism. 

The program has experienced some success and may 

reduce the likelihood of immigrants becoming margin-

alized and excluded.52
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Our data only included a sample from the United 

States, but as recent events painfully demonstrate, 

homegrown radicalization and immigrant marginal-

ization are not uniquely American problems. In the 

wake of the 2015 Paris attacks, Muslims in France have 

been telling global media that they struggle to be 

accepted as part of French society and feel restricted 

in expressing their Muslim identities in public spaces.53 

Fear-based discriminatory responses, such as France’s 

2010 ban on face-covering burqas and hijabs, merely 

reinforce anti-Muslim sentiment and lead to further 

disengagement of the Muslim community. In the 

United Kingdom, the Prime Minister’s Task Force on 

Tackling Radicalisation and Extremism developed a 

counter-radicalization strategy to intervene at sites 

thought to be hotbeds for radicalization, including 

universities. In practice, British students who show 

signs of religiosity or political activism are often viewed 

with suspicion because of concern that they are at risk 

for radicalization.54,55

Radicalization is now a global problem, so 

researchers will need to examine whether the model 

we studied here reflects the dynamics of radical-

ization in countries outside of the United States. For 

example, radicalization processes might be even more 

pronounced among individuals who feel marginalized 

or segregated in societies that have higher degrees 

of ethnocentrism and negative attitudes toward 

outsiders.56 As our research advances, we are collecting 

data on immigrant acculturation processes and radical-

ization in Germany and other countries.

Violent extremism can no longer be considered 

a threat solely from the outside by Western nations. 

Groups working on counterterrorism efforts must look 

inward to ask what in our societies provides a fertile 

breeding ground for radicalism and motivates people 

to join extremist groups and causes, even at the cost of 

their own lives. Our research has shown that immigrant 

identity processes are an important contributing factor. 

We hope that attention to these findings might result in 

more effective homeland security policies focusing on 

prevention, more resources, and more accepting neigh-

bors for Muslim communities in Western nations. This 

research suggests that finding ways to help at-risk indi-

viduals gain a sense of significance and belonging may 

be one promising strategy for preventing future acts of 

homegrown terrorism in some societies.
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New directions for policies aimed at 
strengthening low-income couples

Justin A. Lavner, Benjamin R. Karney, & Thomas N. Bradbury

abstract.  Strong marriages are associated with a range of positive 

outcomes for adults and their children. But many couples struggle to build 

and sustain strong marriages. Federal initiatives have sought to support 

marriage, particularly among low-income populations, through programs 

that emphasize relationship education. Recent results from three large-

scale interventions funded by these initiatives are weaker than expected. 

These results provide a valuable opportunity to ask what policy strategies 

would work better. Research demonstrating how economic strain affects 

low-income families and constrains their individual well-being, relationship 

satisfaction, communication, and parenting is relevant here. So is research 

indicating that addressing the financial pressures low-income couples 

face can improve relationship stability. An increased emphasis on these 

programs, either alone or in combination with relationship education, could 

better serve low-income couples.

When Janet lost her housekeeping job at the 

hospital, it felt like an earthquake had struck the 

office where she received the news.i The ground under 

her chair felt unsteady. A roar erupted between her ears, 

preventing her from hearing what her supervisor said 

about when to give back her ID card. In the weeks that 

followed, Janet’s panic faded, in good part because she 

could lean on her husband. The hours he spent listening 

to her shock and disappointment were an emotional 

salve. Just as important was her confidence that his 

Lavner, J. A., Karney, B. R., & Bradbury, T. N. (2015). New directions 
for policies aimed at strengthening low-income couples. Behavioral 
Science & Policy, 1(2), pp. 13–24.

pay could, at least for a while, cover the rent while she 

looked for work.

Strong, healthy marriages have been associated 

with a range of benefits for adults and their children. 

Married adults report better emotional, financial, and 

physical well-being than do divorced adults.1 And adults 

in more satisfying marriages report better relation-

ships with their friends and relatives, increased ability 

to function at work, lower levels of general distress, 

and better perceived health compared with adults 

in lower-quality marriages.2 Children whose parents 

remain married do better academically, socially, and 

psychologically than children whose parents divorce.3 

The same is true for children whose parents have little 

marital conflict.4

review
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Unfortunately, many couples struggle to build and 

sustain healthy marriages. As many as 30% of intact 

couples are estimated to be significantly dissatisfied with 

their relationships,5 and 33% of first marriages dissolve 

within the first 10 years.6 Divorce rates are especially 

high among couples living in low-income communities, 

where 69% of marriages end within the first 10 years.7 

Moreover, many couples do not get married at all—and 

marriage rates are especially low among couples with 

low socioeconomic status, such as those with a high 

school diploma or less.8 The percentage of children 

born to unmarried parents has surged over the last 

several decades: In 2010, 40% of all children born in the 

United States had unmarried parents.9 The relationship 

stability of low-income couples who are unmarried at 

the time of their child’s birth is precarious: Within a year, 

22% will end their romantic relationship and only 9% 

will marry.10

Policymakers have recently sought to combat these 

trends among low-income families with several large-

scale federal relationship-education programs, each 

serving several thousand low-income couples. But 

evaluations of these expensive interventions reveal 

minimal, if any, benefits to the couples that enrolled. 

And because most studies in this area have focused on 

these large-scale interventions, no research yet clari-

fies what sort of program would yield better results.11 

Despite that, we have identified a different approach to 

assisting couples and their families that merits explora-

tion. Studies independent of these evaluations highlight 

the negative impact of financial stress on these relation-

ships. And some evaluations show that programs that 

reduce the financial stresses experienced by families 

with low incomes can improve the stability of these 

families. These findings suggest that promoting more 

economic security among low-income couples may 

be a promising alternative path for intervention. We will 

describe more about this conclusion in detail below. 

But first let’s look closely at evaluations of the funded 

interventions.

Federal Efforts to Strengthen Marriage 
through Relationship Education

The federal government began trying to strengthen 

families with low incomes by promoting marriage in 

1996. In that year the Personal Responsibility and Work 

Opportunity Reconciliation Act (a welfare reform law) 

sanctioned marriage programs as an acceptable use of 

Temporary Assistance to Needy Families (TANF) funds. 

Funding increased in 2002, when President George W. 

Bush launched the Healthy Marriage Initiative, diverting 

more than $100 million from existing programs to fund 

demonstration projects intended to strengthen couple 

relationships.12 This amount increased again in 2005, 

when the Deficit Reduction Act of 2005 allocated $150 

million per year from 2006 to 2010 to promote healthy 

marriages and responsible fatherhood through a variety 

of programs. Funding has continued since that time; the 

most recent funding proposal in May 2015 was expected 

to allocate over $50 million in support of healthy 

marriage and relationship programming.13

All of these initiatives have made expanded access 

to relationship education the primary tool to improve 

couples’ relationships and promote marriage.14 Most 

relationship education programs are based on behav-

ioral theory, which argues that couples become 

distressed because they have not developed or main-

tained key skills such as providing empathic and 

supportive communication and effective problem 

solving.15 Because these skills are seen as the driver 

of relationship satisfaction, relationship education 

focuses on teaching couples new skills to improve the 

overall health of their relationship. For example, these 

group workshops discuss skills relating to improving 

communication and conflict management, building 

affection and intimacy, and managing the transition to 

parenthood. Workshops also address topics such as 

developing trust and commitment, maintaining fidelity, 

considering marriage, and working together financially.16

Prior to these federal initiatives focusing on couples 

with low incomes, relationship education had been 

developed and tested almost exclusively among middle-

class, Caucasian couples. Research in these more 

affluent samples suggested that such programs offered 

small-to-medium benefits in relationship satisfaction 

and positive and negative communication three to six 

months posttreatment.17 Given these positive results, 

the U.S. Administration of Children and Families (ACF), 

a division of the Department of Health and Human 

Services, adapted these programs for low- income 

populations. These types of relationship-education 

programs typically had not served low-income couples, 

and greater access was seen as potentially beneficial to 

them and their children. ACF funded three large-scale 

evaluations to test this possibility. All three evaluations 
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took place at multiple sites and lasted for several years. 

One of the three was nonexperimental in design and 

focused on community-level changes. In the two 

others, couples were randomly assigned to either 

participate in the relationship education group or be in a 

control group that received no intervention.

In many ways, the evaluation results are disap-

pointing. The interventions produced weaker-than-

hoped-for outcomes among couples, despite the 

millions of dollars invested in the programs. That said, 

the evaluations offer a valuable opportunity for poli-

cymakers and researchers to ask how these programs 

could be made better. More specifically, what strategies 

would substantially assist people with low incomes in 

their efforts to sustain or improve relationships with 

their spouses or romantic partners? Guided by rele-

vant research separate from these evaluations, we see 

strong merit in focusing on helping couples with a 

persistent source of strife: the economic insecurities 

many contend with. But first, let’s explain what existing 

couple-support programs do and do not do, as well as 

their outcomes.

What Federal Initiatives Did 
and Did Not Accomplish

Community Healthy Marriage Initiative

CHMI was the largest-scale intervention supported by 

this initiative. This nonexperimental study examined 

community-wide efforts aimed at improving rela-

tionship skills and increasing the health of marriages 

among couples living in low-income communities. 

Target communities of 100,000 to 200,000 residents 

from three cities (Dallas, Texas; St. Louis, Missouri; and 

Milwaukee, Wisconsin) were included. The programs 

included direct services, such as relationship and 

marriage education classes and retreats, and indirect 

media and outreach services, such as advertisements 

and public events to attract participants and public 

service announcements about the importance of 

marriage (see reference 14). The control group consisted 

of matched communities from three comparison cities 

(Fort Worth, Texas; Kansas City, Missouri; and Cleve-

land, Ohio), chosen for their similarity to the target 

communities on the basis of census data and geog-

raphy and the existence of organizations delivering 

relationship education.

The programs’ impact was disappointing. Agen-

cies delivered 6–8 hours of classes to more than 

77,000 people in the demonstration cities. But a similar 

percentage of residents (5%–6%) received relation-

ship education in intervention and control cities. Data 

collected two years later revealed that the programming 

made no significant difference in any domain known (or 

believed) to help strengthen relationships. The programs 

failed to improve the stability of relationships, percep-

tions of relationship quality, parenting stress, child well-

being, awareness of services, opinions and attitudes 

about marriage, or peer interactions (see reference 14).

The other two evaluation projects funded by ACF—

Building Strong Families (BSF) and Supporting Healthy 

Marriage (SHM)—provided more rigorous tests of 

whether relationship education programs can improve 

low-income couples’ relationships. Both were random-

ized controlled trials comparing an intervention group 

with a no-treatment control group. In both projects, 

participants in the treatment group were eligible to 

receive up to 30 to 40 hours of group workshops 

focused on relationships skills. They also had access to 

support services such as individual consultation with 

family coordinators and assessment and referral to legal, 

employment, and other support services.

Building Strong Families

The BSF project was conducted across eight cities 

and included 5,102 unmarried low-income couples 

who were expecting or had just had a baby (average 

couple annual income = $20,500; see reference 16). Of 

couples who signed up for BSF and were assigned to 

the treatment group, 55% attended at least one session, 

and 29% attended at least 50% of sessions.18 When 

outcomes were assessed 15 months after random 

assignment, BSF was found to have had no effect on 

couples’ relationship stability, likelihood of marriage, 

relationship satisfaction, conflict management, fidelity, 

coparenting, or father involvement (see reference 

16). There was a pattern of positive results for one 

site (Oklahoma City), a pattern of negative results for 

another site (Baltimore), and no effect on relationship 

outcomes at the other six sites. The intervention also 

offered few benefits even for couples who attended 

at least half of the sessions: These couples were just 

as likely to get married or still be romantically involved 

with their partner as couples in the control group, and 
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they reported similar levels of relationship happiness 

and conflict management (see reference 18). Among 

this low income sample, there was some evidence that 

the intervention benefitted the relationship satisfaction 

of the most economically and socially disadvantaged 

couples (for example, those that were younger, had less 

education, or unemployed) most of all, but it did not 

affect their relationship stability.19

A 36-month follow-up evaluation of the BSF project 

showed a similarly discouraging overall pattern.20 No 

significant differences were found between treatment 

and control group couples with regard to their like-

lihood of being married, marital happiness, conflict 

management, coparenting, or family stability. One 

benefit from the intervention was that their children’s 

behavior problems were modestly reduced. But the 

intervention also had negative effects on some aspects 

of fathers’ involvement, such as the amount of time they 

spent with their children and the financial support they 

provided. We can only speculate on what this might 

mean, but one possibility is that interventions intended 

to accelerate relationship development can backfire if 

they are offered at a time when both partners are not 

yet fully committed to the future of the relationship.

Results obtained 36 months after participants’ 

random assignment to treatment or control conditions 

varied among different BSF study sites. In Florida, the 

intervention was associated with less family stability, less 

father involvement, and lower relationship status and 

quality. The negative effects observed in Baltimore at 

15 months faded over time. The same was true of the 

positive effects from Oklahoma City, although positive 

effects on family stability at that site remained signif-

icant: 49% of children in the intervention group had 

lived with their biological parents since birth compared 

with 41% of children in the control group. Overall, the 

authors were left to conclude that “BSF did not succeed 

in its primary outcome of improving couples’ relation-

ships” (p. xii).21

Supporting Health Marriage

The SHM study included 6,300 low-income couples. Of 

the couples, 43% had incomes lower than the federal 

poverty level and 39% had incomes between 100% and 

200% of the federal poverty level.22 Eighty-one percent 

of couples were married, with an average marriage 

length of six years.

Data collected a year after random assignment to 

treatment or control conditions indicated the program 

had generally positive effects. Couples who received 

the intervention reported significantly more relationship 

happiness and better relationship interactions, as well 

as lower levels of psychological abuse and psycholog-

ical distress.22 Participants in the intervention condi-

tions also demonstrated more positive communication 

skills during structured problem solving and social 

support discussions with their partner, including skills 

such as actively listening and openly exchanging ideas, 

thoughts, and feelings.

However, the treatment and control groups were 

similar in other respects. The percentage of participants 

who were married was the same for the two groups 

a year after the intervention began, and the groups 

reported no differences in severe physical assault, infi-

delity, or cooperative coparenting.

Results were similar 30 months after random assign-

ment.23 As in the initial evaluation, couples that received 

the intervention reported higher levels of relationship 

happiness, higher-quality interactions, and lower levels 

of psychological abuse and psychological distress. By 

this later evaluation period, participants in the interven-

tion group also reported less infidelity. As at the earlier 

follow-up, the couples in the treatment and control 

groups were equally likely to be married, and there 

was no difference in their reports of physical assault or 

cooperative coparenting.

In many respects, SHM findings are more encour-

aging than those of the other two evaluations. First, 

there was a high degree of program participation: 90% 

of couples assigned to the treatment group attended 

at least one session and 43% of couples attended more 

than 10 sessions. Couples spent an average of 27 hours 

engaged in services, including 17 hours of marriage 

education workshops (see reference 23). Second and 

most important, this was the only case among the three 

evaluations in which a pattern of overall positive effects 

was observed. The consistency of outcomes at 12- and 

30-month follow-up periods is important because 

it means the effects extended for more than a year 

beyond the completion of the intervention, and the fact 

that significant effects were found for self-report and 

observational measures means that couples’ gains were 

evident to themselves and to objective observers.24

Nonetheless, treatment effects—although generally 

positive—were weak. The potency of an intervention 
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can be quantified using a statistical concept known as 

effect size, which accounts for both the difference in the 

average result for two groups and the overlap between 

them. The average effect size from this program (0.09) 

falls well below standard conventions for an effect to be 

considered small (0.20).25 Some scholars have argued 

that these minimal effects should not be dismissed 

entirely (see reference 24), but we note that effects 

of this magnitude indicate that differences between 

groups, although statistically different, are substantively 

similar. For example, the largest difference between 

treatment and control groups was found for couples’ 

average reports of relationship happiness (effect size 

= 0.13), where the mean for the treatment group was 

5.94 and the mean for the control group was 5.79 on a 

7-point scale, with 7 being the happiest (see reference 

23). The program also had no effect on marital stability, 

which was one of the intervention’s primary aims. In 

addition, because people in the control group received 

no treatment at all, it’s impossible to rule out the possi-

bility that SHM’s positive effects, however weak, stem 

not from any particular element of the intervention itself 

but from placebo effects.

Also problematic is the fact that the SHM program 

did not appear to work in a manner consistent with 

the theory upon which it was based. Behavioral theory 

would predict that changes in communication skills 

should lead to changes in relationship satisfaction. Here, 

however, although couples showed improvements in 

communication 12 months after the SHM intervention 

and subsequent improvements in their satisfaction, 

the gains in satisfaction were not accounted for by 

changes in communication.26 These findings indicate 

that changing the quality of couples’ interactions did not 

produce significant changes in relationship quality or 

stability among low-income populations and leave open 

questions about why couples who participated in SHM 

showed increases in their satisfaction.

Time for a New Approach

Taken together, evaluations of these three feder-

ally funded relationship-education programs offer 

multiple useful insights. They show that couples with 

low incomes will enroll in programs in an attempt to 

strengthen and preserve what can be life-improving 

relationships. Many participants said the workshops 

were relevant and useful. And measurable benefits for 

more established couples were observed in the SHM 

evaluation. Nonetheless, these results also suggest 

several reasons why developing effective program-

ming in this realm remains a work in progress. (Table 1 

displays a summary of key outcomes for the CHMI, BSF, 

and SHM program evaluations.)

First, program attendance and retention were not 

consistently high. Although SHM had a high level of 

participation, attendance was much lower for BSF. The 

low participation rates for BSF were especially notable 

given that participants were provided with a variety of 

incentives for participation, including financial compen-

sation, child care, transportation, and meals.27 Low 

participation among this group of unmarried couples 

Table 1. Community Healthy Marriage Initiative, Building Strong Families 
Program, and the Supporting Healthy Marriage Program Effects

Program and 
follow-up interval

Positive changes among participants

Percent 
married

Relationship 
satisfaction

More positive 
conflict behavior

Less negative 
conflict behavior

Relationship 
fidelity

CHMI

24 months 0 0 0 0 0

BSF

15 months 0 0 0 0 0

36 months 0 0 0 0 0

SHM

12 months 0 + + + 0

30 months 0 + + + +

Note. CHMI = Community Healthy Marriage Initiative; BSF = Building Strong Families; SHM = Supporting Healthy Marriage; 
0 = no significant effect; + = significant positive effect.
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with infants may reflect a lack of interest in the material 

being offered or an inability to devote such a significant 

amount of time to this type of programming.

Second, program costs for the intensive interventions 

were substantial, averaging $9,100 per couple in SHM 

(see reference 23) and $11,000 per couple in BSF (see 

reference 21). Third and most important, despite these 

costs, the programs’ effects were mostly nonsignificant. 

That suggests that the programs shown to be effective, 

at least in the short term, at enhancing relationships 

among middle-class couples (see reference 16) are less 

so among low-income populations, particularly among 

couples who have not yet formalized their partnerships 

(see reference 20).28 Providing relationship education to 

low-income couples does not appear to promote more 

fulfilling or more stable relationships.29

The lack of significant effects may simply reflect what 

sociologist Peter Rossi named the “Iron Law,” his obser-

vation that evaluations of large-scale social programs 

are most likely to yield no net effect.30 Despite this, in 

our view, the evaluations described above, in combi-

nation with recent research on the source of strife in 

relationships among couples with low incomes, hold 

great value. Both can help inform the next generation 

of programs to support low-income couples and their 

children and, potentially, make better use of the millions 

of dollars that continue to be allocated for this type of 

programming (see reference 13).

To identify new ways forward, we draw on another 

oft-cited Rossi conclusion: There are three main reasons 

that large-scale social programs do not produce signif-

icant results. Those include a failure to identify the 

roots of problems, a failure to translate basic theory 

into programs that tackle those roots, and failures in 

implementation. We first apply Rossi’s framework to 

identify more of the roots of marital discord among 

couples with low incomes. Then we propose alternative 

programming to better help these couples.

Addressing Additional Reasons 
Why Couples Struggle

As described earlier, much of the existing research 

on marriage has emphasized behavioral perspec-

tives: Couples are assumed to become distressed 

because they have not developed or maintained key 

communication skills. Other theoretical perspec-

tives, however, particularly the family stress model 

articulated by researchers Rand Conger and Glen 

Elder,31 look elsewhere. The family stress model argues 

that economic difficulties lead to distress among indi-

viduals in marriages, which, in turn, leads to marital 

conflict and marital distress. Thus, economic concerns 

such as being unable to pay bills or not having money 

left over at the end of the month ultimately lead to 

relationship difficulties.

A number of studies support this idea. First, financial 

worries create many different difficulties within rela-

tionships between people of low income. Low-income 

couples express concerns about financial stability, finan-

cial responsibility, acquisition of assets, and the accu-

mulation of savings.32 Among unmarried low-income 

couples, these types of financial concerns have been 

cited as the most common barrier to marriage. Many 

low-income couples who live together say they want to 

postpone marriage until they no longer struggle finan-

cially so that they can reduce their debt, achieve what 

they see as respectability, and avoid a major source 

of conflict.33

Among married low-income couples, economic 

concerns are also salient. Large-scale surveys 

comparing common relationship problems for low- 

and higher-income married couples indicate that both 

groups report similar difficulties with communication, 

but low-income couples are more likely than higher- 

income couples to report that money is a significant 

source of difficulty in their relationship.34 Reflecting 

these unique economic concerns, low-income couples 

are also more likely than higher-income spouses to say 

that having a spouse with a steady job is important to a 

successful marriage.

Research makes clear that stresses related to finan-

cial instability contribute to numerous difficulties within 

relationships. Among Caucasian, Hispanic, and African 

American families, economic hardship is associated with 

poorer family relationships.35 Couples under economic 

strain, on average, display more marital hostility and 

less warmth toward their spouses than financially stable 

couples do. They report more psychologically aggres-

sive behaviors toward their partners such as denigrating 

them or refusing to talk, and they report fewer positive 

behaviors such as demonstrating affection, spending 

time together, and supporting one another’s goals. 

In observational problem-solving and social support 

discussions, they display more negative behaviors such 

as contempt and dominance. These different factors 
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make it so that married couples who are experiencing 

economic strain tend to be less satisfied in their rela-

tionships and report more marital distress than do 

couples with more financial stability.31, 36–40

Economic strain also compromises parenting, 

leading people to be less consistent in managing 

family routines and setting rules and expectations for 

their children, to spend more time in unhappy moods, 

and to be more hostile and less warm in their interac-

tions with their fellow parent. Parents facing economic 

strain also tend to be less involved in their children’s 

lives, argue more with their children over money, and 

feel more hostile toward their children.41–43 These 

parenting struggles negatively affect children’s well-

being, resulting in increased depressive and anxious 

symptoms, as well as behaviors such as defiance and 

acting aggressively.43–45

Financial hardship also leads to negative long-

term psychological and physical health among 

adults.46,47 Having scarce resources consumes people’s 

mental energy and narrows their focus to their most 

urgent needs, leading them to neglect more distant 

problems.48,49

Addressing Financial Stressors 
Could Strengthen Relationships

Findings such as those described above help illuminate 

why low-income couples struggle: Stress associated 

with having a low income undermines their relationships 

and their individual functioning. This shift in thinking 

about the roots of marital distress in low-income 

couples also necessitates a shift in thinking about how 

programs can best help the relationships of low-income 

couples. Keeping with leading theories, existing inter-

ventions emphasized communication skills, assuming 

that promoting healthier communication and relation-

ship skills would help couples to better manage their 

problems and achieve greater closeness. Financial strain 

and other sources of stress were assessed, and couples 

were referred to external supports such as employment 

and child care services if needed. But the programs 

did not directly target the main problem facing low- 

income couples: poverty itself. Approaches that do so 

are needed.

We are not arguing that the psychological processes 

characterizing intimate relationships should be over-

looked entirely in future intervention efforts. For 

example, couples may need a certain degree of 

commitment and stability in their relationships before 

economic interventions can take hold. But we believe 

the outcomes of recent federal initiatives should 

encourage researchers and policymakers to look 

beyond these processes to the environmental factors 

that influence these relationships. Acknowledging and 

addressing couples’ difficult economic circumstances 

through interventions that reduce their financial stress 

would free couples to devote time and attention to their 

relationships and to their children.

Social scientists and policymakers have long recog-

nized the importance of economic strain on family 

and child well-being. Yet the effects of antipoverty 

programs on couple and family outcomes are rarely 

examined. After limiting our review to experimental 

programs focused on increasing employment and/

or financial stability and excluding studies examining 

changes in welfare-to-work laws that did not test inter-

ventions, we were able to identify only five such studies 

in which marriage was examined as an outcome. All of 

these measured relationship stability—the percentage 

of participants who get married or who live with a 

partner—rather than relationship quality. (Table 2 

summarizes the results of these studies.)

In three studies, researchers examined whether 

participating in a program focused on increased 

Table 2. Effects on Relationship Stability for 
Programs Focused on Employment and Earnings

Program and follow-up interval

% married 
or living 
with a 

partner

Career Academies

132-months +

Job Corps

48-months +

New Hope Project

60-months +

Minnesota Family Investment Program

36-months +

Opportunity NYC-Family Rewards demonstration

18-months +

42-months 0

Note. 0 = no significant effect; + = significant positive effect.
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employment and earnings affected the likelihood 

of getting married or living with a partner. The first 

followed young men and women who participated 

in Career Academies, a program that helps prepare 

high school students in low-income urban settings for 

postsecondary employment.50 More than 11 years after 

beginning the program, results showed that students 

who were randomly assigned to Career Academies 

had monthly incomes that were 11% higher than those 

of students assigned to the non-Academy group. 

Their relationships also benefitted. Career Academy 

participants were significantly more likely to be living 

independently with their children and a spouse or 

partner, compared with students who didn’t participate 

in Career Academies. Young men were also signifi-

cantly more likely to be married and more likely to be 

a custodial parent. Marriage rates increased by nine 

percentage points (27% for non-Academy male partic-

ipants versus 36% for Academy male participants) and 

custodial parenthood increased by 12 percentage points 

(25% for non-Academy male participants versus 37% 

for Academy male participants). Although this study 

did not examine whether the improved relationship 

outcomes were accounted for by increases in income, 

it is noteworthy that a program focused on employ-

ment (rather than relationship education) affected 

relationship stability.

The second study examined outcomes among 

participants randomly assigned to participate in Job 

Corps, a federal program combining academic instruc-

tion and vocational skills training to increase earning 

potential.51 Four years after random assignment, 

program participants were significantly more likely 

to be living with a partner (whether or not they were 

married) than were participants in a control group 

(31% for Job Corps students versus 29% for the control 

group). Additional analysis of the same data set indi-

cated that among young adults who had participated 

in Job Corps, employment and earnings significantly 

affected women’s likelihood of getting married, but they 

had no such effect for men.52 Given the importance 

that low-income women place on becoming financially 

stable before getting married (see references 32 and 

33), these results may reflect women’s increased will-

ingness to marry once they have established economic 

independence or suggest that their increased economic 

success helps them attract better partners whom they 

are more willing to marry.

The third study examined marriage among partic-

ipants in the New Hope Project.53 New Hope was an 

experimental project in Milwaukee, Wisconsin, that 

examined the effects of a three-year, employment- 

based, antipoverty program among low-income adults 

who were randomly assigned to participate in the 

program or to a control group. In exchange for working 

30 hours per week, participants assigned to the exper-

imental condition received earnings supplements to 

raise their income level above the poverty line, child 

care assistance and health care subsidies, and (for those 

unable to find employment) a full-time or part-time 

job. The program’s impact was assessed five years after 

random assignment. In addition to increasing employ-

ment and income,54 the program increased marriage 

rates.55 Low-income mothers who participated in New 

Hope and who had never been married were about 

twice as likely as mothers in the control group to be 

married by the five-year follow-up (21% versus 12%). 

Changes in income preceded changes in marriage, and 

changes in income mediated the association between 

program participation and marriage rates: Women were 

8% more likely to be married for every $1,000 increase 

in annual income.

Two studies have examined whether increasing 

financial stability improves marital stability. One study 

involved two-parent families participating in the Minne-

sota Family Investment Program, which provided 

additional financial incentives to work, mandatory 

employment services, and streamlined eligibility 

requirements for welfare benefits. The study showed 

that couples randomly assigned to the intervention were 

more likely to be married three years after entering the 

program compared with those receiving Aid to Families 

with Dependent Children (67% versus 48%).56

Findings from another program for low-income fami-

lies in New York City showed mixed results, however. 

In a randomized trial, the Opportunity NYC-Family 

Rewards demonstration project provided cash assis-

tance to low-income families who met certain 

education, health, and workforce conditions, such as 

ensuring that their children attended school consis-

tently, maintaining health insurance, and participating 

in job training.57 Survey data collected one and a half 

years after random assignment showed that program 

participants were significantly more likely to be married 

(19% of program participants versus 16% of people in 

a control group). But they were also significantly more 
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likely to be divorced (15% of program participants versus 

12% of people in a control group).57 Three and a half 

years after random assignment, program participants 

continued to be significantly more likely to be divorced 

(15% versus 13%).58 The researchers speculated that 

increased income may have led some couples to feel 

more comfortable about separating, consistent with 

other findings suggesting that some couples postpone 

divorce during times of financial stress because of finan-

cial concerns.59 Taken together, these findings call for 

further study of these types of cash assistance programs 

and suggest that couple characteristics may influence 

program effects.

The results from these programs must be inter-

preted cautiously as we await replication on a larger 

scale among more groups of people with low income. 

More research is also needed on whether these types 

of programs can improve relationship quality and 

satisfaction—and, if they do, how these improvements 

are generated. It will be valuable to consider whether 

any effects are due to increases in income alone or 

whether increases in income create other changes that 

may partially mediate any effects, such as an increased 

sense of autonomy and structure, reduced personal 

distress, reduced chronic stress, an increase in couples’ 

leisure time together, or greater sharing of household 

responsibilities.

Future research should also examine whether these 

types of programs are sufficient to improve relationship 

quality on their own or whether they must be paired 

with more traditional psychological programs that 

attempt to improve individual well-being and/or the 

quality of relationships. In this case, increased income—

through either employment or other government assis-

tance—may put couples in a position where they are 

more amenable to the type of skills emphasized in these 

existing programs. As this is unlikely to be a one-size-

fits-all approach, researchers conducting future studies 

should also consider what types of couples benefit from 

what types of services. Some couples’ relationships may 

show improvements solely because of increased finan-

cial stability, whereas others may need programs that 

combine financial supports with relationship education 

or couples therapy to achieve and maintain healthy rela-

tionships. We note that ACF has recently sponsored the 

Parents and Children Together evaluation to examine 

the effectiveness of programs combining employment 

and relationship services (see reference 21). The results 

of this evaluation will be released in several years and 

will represent a test of these ideas. When researchers 

are evaluating these combined programs, it will be 

important for them to consider whether any increased 

benefit outweighs the costs involved, as is necessary 

with all programs of this type.

Recommendations for Policy, 
Practice, and Research

As our review reveals, policies allocating funding for 

relationship education programs targeting low- income 

populations are expensive but appear to provide 

minimal benefits. A more nuanced understanding of 

how financial pressures affect relationship stability and 

relationship quality for low-income couples offers guid-

ance on how to better serve these families. That under-

standing points toward several specific opportunities to 

change policy, practice, and research priorities in this 

important area.

First, we recommend greater investment in inter-

ventions and policies that improve the wider context of 

low-income couples’ lives, which is likely to promote 

relationship and family well-being. We have focused 

here on job training and cash incentives, but other 

approaches, such as child care and health care subsi-

dies, may also increase financial stability and benefit 

low-income families’ relationships.60 The most recent 

call for proposals for healthy marriage and relationship 

education grants from ACF included this emphasis on 

programs that promote economic stability and mobility 

and noted that “economic pressures and instability often 

contribute to relationship and marital dysfunction” (see 

reference 13), suggesting increased recognition of the 

need to address poverty directly.

Nonprofit organizations and counselors working 

with couples with low incomes should explore ways 

to directly address the sources of financial strain 

in families. Rather than tutoring couples on ways 

to better communicate about financial difficulties, 

counselors could provide resources that help reduce 

that strain. They should evaluate whether couples 

may need to first access other services, such as job 

training, education, medical services, or mental health 

services, to more fully engage with and benefit from 

relationship-focused services.

We recommend that service organizations working 

with these families expand intervention services by using 
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nontraditional delivery methods, such as through home 

visits, video, or the Internet. The intensive demands of 

existing couple-support programs made them difficult 

to access on a reliable and consistent basis for many 

families, particularly couples in the BSF project, who 

were unmarried with young children. Alternative delivery 

approaches may increase programs’ reach.61

Researchers can help inform this work in multiple 

ways. For one, studies of employment and income 

enhancement should include measures of relation-

ship stability and relationship quality. Although it is 

widely assumed that these programs can benefit family 

dynamics, empirical study of these effects is extremely 

limited. More studies in which the effects of increased 

income on relationship processes and outcomes are 

examined are needed to test the ideas discussed here.

Finally, we recommend that researchers specify the 

processes and circumstances that promote healthy 

marriages among people with low income. Research 

thus far has focused mostly on the specific difficulties 

facing low-income couples—but the discussion leaves 

open the question of how successful relationships are 

created and maintained among this large group of 

Americans, as well as that of what contexts make these 

processes more or less likely.62

Couples with low incomes are at heightened risk of 

failed marriages, which take substantial tolls on their 

own and their children’s well-being. The disappointing 

outcomes of recent large-scale federal efforts to help 

strengthen these relationships attest to the challenge of 

promoting such vital unions. Still, by incorporating new 

insights from basic research, more expansive strategies 

that acknowledge and ameliorate the financial strains 

faced by families with low incomes could yield more 

promising results. Social scientists are well equipped to 

assist the drive to improve these interventions by devel-

oping a new generation of research and theory that 

clarifies how to best promote healthy relationships and 

healthy families among low-income couples.
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A personal touch in text messaging 
can improve microloan repayment

Dean Karlan, Melanie Morten, & Jonathan Zinman

abstract.  Because payment delays and defaults significantly affect both 

lenders and borrowers in fragile economies, strategies to improve timely 

loan repayment are needed to help make credit markets work smoothly. 

We worked with two microlenders to test the impact of randomly assigned 

text message reminders for loan repayments in the Philippines. Messages 

improved repayment only when they included the account officer’s name 

and only for clients serviced by the account officer previously. These 

results highlight the potential and limits of communication technology 

for improving loan repayment rates. They also suggest that personal 

connections between borrowers and bank employees can be harnessed to 

help overcome market failures.

For credit markets to work, borrowers must repay 

banks enough for banks to make a profit.i When 

banks don’t expect enough repayment to make a profit, 

they lend less and a market failure ensues. Microlenders, 

banks that make small loans to low-income borrowers, 

are often plagued by late repayment problems. This 

costs those lenders and, inevitably, their customers. 

For banks, frequent late payments add an expensive 

administrative burden, due to the need for additional 

account monitoring and lawsuits, which may reduce 

the assets available for additional loans. For borrowers, 

missed payments can lead to late fees and possible legal 

action. Long-term patterns of delinquency may reduce 

their creditworthiness and ability to borrow again. To 

help avoid such troublesome outcomes for both parties, 

Karlan, D., Morten, M., & Zinman, J. (2016). A personal touch in text 
messaging can improve microloan repayment. Behavioral Science & 
Policy, 1(2), pp. 25–31.

we investigated a new, technology-based strategy to 

encourage timely loan repayment.

Our research suggests that text messaging can be 

a simple and inexpensive but powerful nudge in this 

realm. Significantly, our findings also show that some 

message content is superior to others, even within 

the constraints of a 160-character limit. The success 

of low-touch interactions, such as text messaging, 

may be dependent upon high-touch interactions, 

such as personal contact between a borrower and an 

employee at the lending institution. Messaging that 

acknowledges personal ties, in our research, shows 

particular promise.

These insights are relevant to another set of 

important questions in the microlending field: What 

drives borrowers to default? Does it stem from condi-

tions beyond borrowers’ control? Or do borrowers 

simply decide not to meet their commitments? If 

repayment messaging is ineffective, this could support 

finding
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the idea that loan default is out of a borrower’s proxi-

mate control, meaning that bad luck plays a larger role 

than bad behavior does. In contrast, if messaging does 

effectively improve repayment, this would suggest that 

what economists call moral hazard could be in play. 

In this scenario, failure to repay on schedule relates 

to incentive problems, such as a borrower’s decision 

whether to repay, not his or her inability to repay. Banks 

and researchers want to know how to best mitigate 

any moral hazard and thereby improve repayment and 

market efficiency.

Using Text Messaging in Microfinance

Communication via short messaging service (SMS) is 

already prevalent in many parts of the world where 

microlending is practiced. A few studies have evaluated 

the use of this low-cost communication in microfi-

nance. In 2011, Ximena Cadena and Antoinette Schoar 

randomized whether individual microcredit clients in 

Uganda were sent an SMS—in most cases, a picture 

of the bank—three days before each monthly loan 

installment was due.1 Their messages improved timely 

repayment by 7%–9% relative to the control group, an 

effect size similar to the effect of reducing the cost of 

the loan by 25% for borrowers who repaid in full. Karlan, 

McConnell, Mullainathan, and Zinman,2 along with Kast, 

Meier, and Pomeranz,3 further suggested that SMS can 

affect financial behavior in studies showing that text 

message reminders increased savings deposits among 

microfinance clients in four banks in four countries. 

However, research is still developing on how to best 

use Information and Communications Technology 

(ICT) for development (known as ICT4D), that is, how to 

harness digital technologies to advance socioeconomic 

development, international development, and human 

rights.4–6 Studies have devoted relatively little focus to 

the influence of content, timing, and other mechanics 

of such communications.

The Philippines is a promising site for such research. 

Cell phone use there is widespread: In 2009, 81% of 

the population had a cell phone subscription; by 2014, 

the cell phone penetration rate was more than 100%.7 

Texting is an especially popular method of communi-

cation because of its low cost, generally about 2 cents 

per message. The Philippines has been ranked first 

globally in SMS usage, with approximately 1.4 billion text 

messages sent by Filipinos each day.8

To test whether and how text message reminders 

can induce timely loan repayment by individual liability 

microloan borrowers, we worked with two for-profit 

banks that are among the leading microlenders in the 

Philippines. Green Bank is the fifth largest bank by gross 

loan portfolio in the Philippines and operates in both 

urban and rural areas of the Visayas and Mindanao 

regions.9 Mabitac is the 34th largest bank and operates 

in both urban and rural areas of the Luzon region.

Each participating branch sent the research team 

weekly reports of clients with payments due in the 

following week. We randomized clients to either a 

control group (no messages) or the treatment group 

(receiving text messages) as they appeared in these 

weekly reports. The treatment group received text 

messages weekly until their loan maturity date. We 

randomly assigned them to receive one of four different 

messages two days before, one day before, or the day 

the loan payment was due. The text messages were 

automatically sent using SMS server software. We also 

classified clients as either new or repeat borrowers on 

the basis of their loan history prior to the commence-

ment of our study. Additional details about the random-

ization can be found online in the Supplemental Material.

Our final study sample included 943 loans origi-

nated by Green Bank and Mabitac between May 2008 

and March 2010. We eliminated loans that could not 

be adequately matched with payment information and 

included only the first loan per client during this time 

period. The final sample captured about half of the indi-

vidual liability microloans made by the two banks during 

this period for which the client provided a cell phone 

number to the lender. Additional details about the study 

sample are included online in the Supplemental Material.

The average loan in our study was approximately 

$400, repaid weekly over a 16- to 20-week term at 

around a 30% annual percentage rate. Microloan 

charge-off rates were typically around 3% for the banks 

in this study. Late payments were common, with 29% of 

weekly loan payments made at least one day late and 

16% made a week late in the control group. Fourteen 

percent of loans were not paid in full within 30 days 

of the maturity date. The banks followed a standard 

procedure to follow up on late payments, with Mabitac 

beginning three days after the due date and Green Bank 

beginning after seven days. More detailed information 

regarding the loans and payments are available online in 

the Supplemental Material. 
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Can Text Messaging Change 
Loan Repayment Behavior?

We examined a number of variations of the text 

message sent to borrowers, the effects of these varia-

tions on the timeliness of borrowers’ weekly payments, 

and borrowers’ unpaid balance at loan maturity. The 

variations included using the borrower’s name, using 

the account officer’s name, timing when the message 

was sent to the borrower, and framing the message 

negatively (as a threat) versus positively (as a benefit). 

Borrowers were randomly assigned to receive no 

message or one of four different messages, which are 

shown in Table 1.

Our results were quite clear and consistent. None 

of the message variations significantly affected loan 

repayment except one: naming the account officer. 

We conducted two types of statistical analyses to look 

for effects on borrower repayment behavior. First, we 

compared each of the payment outcomes between 

the control group (who received no messages) and the 

treatment groups (who received the message variations) 

using a process called pairwise means comparison. 

We also used an analysis called ordinary least squares 

regression, which allowed us to do the pairwise means 

comparison for all treatments at once, comparing each 

to the others.

The details of the study design, the analyses, and the 

results can be found online in this article’s Supplemental 

Material. To provide a more concrete illustration of these 

results, we include some of the specifics here.

Overall, simply receiving a text message did not 

improve borrowers’ repayment performance relative 

to the repayment performance of those who did not 

(see Figure 1A). In both groups, an average of 29% of 

weekly payments were made late and around 15% were 

made more than a week late. Text messages also did 

not significantly affect the percentage of loans with a 

remaining balance at maturity (see Figure 1B). However, 

text messaging did reduce the percentage of loans with 

an unpaid balance 30 days past maturity, from 13.5% to 

9.8% (a statistically significant reduction). 

Neither the timing of when messages were sent 

nor positive versus negative wording significantly 

affected repayment. We also found no evidence that 

the overall effect of receiving messages changed over 

the time course of the loan (see Table 6 in the Supple-

mental Material). However, we did find that including 

the account officer’s name, but not the borrower’s 

name, in the message significantly improved repay-

ment (see Figure 1A). For example, we estimated that 

using the account officer’s name reduced the likelihood 

that a loan was unpaid 30 days after maturity by 5.1 

percentage points (a 38% reduction on a base of 0.135; 

see Figure 2). We found the effect of mentioning the 

account officer’s name was only statistically significant 

for borrowers who had previously borrowed from the 

same bank and thereby had a preexisting relationship 

with the account officer. No such effect was seen with 

first-time borrowers.

In a more detailed regression analysis designed to 

look for a relationship between the message variations, 

we found that only the positively framed messages 

containing the account officer’s name reliably reduced 

payment delinquency relative to receiving no messages 

at all. Additional details and supporting analyses are 

described online in the Supplemental Material.

Evaluating ICT for Development

These results have implications for several aspects 

of research and practice. First, showing that repay-

ment can be swayed by the mere wording of a text 

message adds evidence that default in credit markets 

is at least partially due to whether borrowers choose 

to repay or to not repay. This implies that improved 

enforcement strategies, such as closer monitoring 

of late payments, could reduce default.10,11 Second, 

our results emphasize the importance of content and 

delivery in ICT-driven development efforts, even in brief 

text messages.

Table 1. Wording of text messages

Account 
officer 
named

Positive From [officer name] of [bank name]: To 
have a good standing, pls pay your loan 
on time. If paid, pls ignore msg. Tnx 

Negative From [officer name] of [bank name]: 
To avoid penalty pls pay your loan on 
time. If paid, pls ignore msg. Tnx. 

Client 
named

Positive From [bank name]: [client name], To 
have a good standing, pls pay your loan 
on time. If paid, pls ignore msg. Tnx. 

Negative From [bank name]: [client name], To 
avoid penalty pls pay your loan on time. 
If paid, pls ignore msg. Tnx. 
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Figure 1A. Percentage of borrowers making late weekly payment, by message category
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Figure 1B. Percentage of borrowers with unpaid balance at maturity, by message category
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It is also interesting to consider how technolog-

ical innovations interact with local institutions. For 

example, it seems intuitive to expect that, at least to 

some extent, economies of scale would favor a tech-

nological approach such as ICT in larger, transnational, 

transaction-based institutions over smaller, more local, 

relationship-based institutions. However, our results 

suggest that low-touch messaging strategies and high-

touch interactions can combine in important ways. They 

also suggest that, when used strategically, well-crafted 

ICT-based innovations can actually support relationship 

lending and the smaller institutions that rely on it.

Third, the results shed some light on why some 

types of messages might or might not influence volun-

tary repayment decisions. One possibility, postulated 

in previous studies, is that receiving regular messages 

helps to mitigate limited attention on the part of the 

borrower (see references 1–3). Although there are some 

explanations of our results that could be consistent with 

this limited-attention interpretation (see the Supple-

mental Material for details), it seems doubtful that the 

messages served primarily as reminders because most 

of the messages we tried had no effect on repayment. 

Nor does it seem likely that the messages were inter-

preted as bank intentions to enforce payment. If that 

were the case, we would expect that receiving any 

message (all of which mentioned the bank name) would 

increase repayment relative to receiving no message, 

but Figure 1A clearly shows our findings of no difference 

in the repayment rates, regardless of message status. 

Only the messages including the account officer’s name 

improved repayment.

What explains the effectiveness of the account 

officer–signed messages? Or, asked more precisely, how 

do account officer–signed messages trigger increased 

borrower repayment effort and thereby mitigate moral 

hazard? Prior work suggests two possible mecha-

nisms.12,13 Work on relationship-based lending, which 

builds on multiple customer interactions over time, 

suggests that inclusion of the account officer’s name 

may signal increased intent to monitor the borrower 

on this transaction compared with past transactions. 

Alternatively, work on social obligation and reciprocity 

suggests that naming the account officer may trigger 

better behavior from borrowers who have a personal or 

professional relationship with the account officer.

We have concluded that the most plausible interpre-

tation of our findings hinges on personal relationships 

between borrowers and account officers. Our results 

showed that repeat and first-time borrowers responded 
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to the messages differently. Veteran borrowers may 

feel indebted, both financially and socially, to their 

account officer because of their existing relationship. 

For these borrowers, receiving a personalized message 

may trigger feelings of obligation, reciprocity, or both 

(for example, see references 12 and 13) that increase 

repayment effort. Many previous studies have focused 

on how information acquired by bank employees can 

help improve loan performance through enhanced 

screening, monitoring efforts, or both that help banks 

better price and enforce loans.14,15 By contrast, our 

results suggest that banks can use messaging to 

improve repayment without obtaining additional infor-

mation about borrowers. It is important to note that 

this effect holds whether the underlying mechanism is 

providing information to the borrower (via signaling), 

priming a personal relationship between account officer 

and borrower, or both. We cannot completely rule 

out the possibility that repeat borrowers could view 

the new messages as a signal of increased diligence 

toward enforcement. However, as we discussed earlier, 

our overall results suggest that borrowers, on average, 

did not interpret the messages as a bank’s intention to 

enforce payment.

Our results include some important caveats. In most 

cases, we did not conclude that there was an effect. 

However, this does not mean we can confidently say 

there was no effect: In many cases, the precision of 

our estimate is low, which means that although we did 

not conclude that the effect was big, we also cannot 

rule out the possibility that the effect was big. However, 

we are able to confidently state that the message 

that mentions the account officer by name gener-

ates a bigger effect than the other messages do. In 

addition, our study design only examined messaging 

effects on a single loan per client, and we cannot say 

whether borrowers may become more or less sensi-

tive to messages over multiple loan cycles. We found 

no evidence that message effects change over time 

as clients cumulatively receive more messages, unlike 

other literature reporting studies that found effects that 

increase over time.16–19

Also, it is not yet clear how these findings may be 

extrapolated to other settings. In contrast to our results, 

the only previous loan repayment messaging study we 

know of reported that an SMS image of the borrower’s 

bank did increase repayment, on average (see refer-

ence 1). Is this difference due to differences between 

the two studies in borrower characteristics? In credit 

market characteristics? In ICT market characteristics? 

In lender practices? These questions highlight the need 

for formulating and testing different theories about the 

mechanisms underlying messaging effects. It will be 

important to test such theories in a variety of lending 

scenarios with different populations of borrowers 

to develop a broad understanding of what types of 

messages work, on whom, and why. 

Implications for Microfinance 
Policy and Development

Our findings, although preliminary, highlight several 

important considerations relevant to efforts to improve 

microfinancing enterprises. First, human interactions 

between the account officer and the client are a critical 

asset within the microfinance industry. These relation-

ships can help mitigate credit market inefficiencies, such 

as repayment failures, and should be maintained even as 

informal and quasi-formal financial institutions become 

more formalized, technology-driven, and automated.

Second, a single strategy, such as specific wording 

of a text message, may not work equally in all circum-

stances or for all customers. Some of this apparent 

variability could be due to difficulty in defining precisely 

the intervention at hand; it is possible that the borrowers 

in our study interpreted pieces of information in the 

messages differently than we intended, which is similar 

to a lesson reported in an article by Bertrand, Karlan, 

Mullainathan, Shafir, and Zinman.20 Further studies, 

such as testing messages with similar purposes but 

different wording, would help bolster the validity of the 

outcomes we report.21,22

Third, and closely related, the successful application 

and scaling of behavioral insights will require a more 

developed understanding of what works, when it works, 

what does not work, and why. In terms of messaging 

for behavior change, a key next step will be systematic, 

randomized, and theory-driven testing to develop an 

evidence base in multiple contexts and environments.23 

We see many benefits to exploring this intervention 

further. Conversations with bank management indicate 

that loan repayment improvements such as those seen 

here would produce cost savings that greatly exceed the 

cost of messaging. Text messaging may be an efficient 

and inexpensive way to enhance existing bank–client 

relationships and improve timely loan repayment.
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Beyond good intentions: Prompting 
people to make plans improves 
follow-through on important tasks

Todd Rogers, Katherine L. Milkman, Leslie K. John, & Michael I. Norton

abstract. People fail to follow through on all types of important intentions, 

including staying fit, studying sufficiently, and voting. These failures cost 

individuals and society by escalating medical costs, shrinking lifetime 

earnings, and reducing citizen involvement in government. Evidence is 

mounting, however, that prompting people to make concrete and specific 

plans makes people more likely to act on their good intentions. Planning 

prompts seem to work because scheduling tasks makes people more likely 

to carry them out. They also help people recall in the right circumstances 

and in the right moment that they need to carry out a task. Prompts to make 

plans are simple, inexpensive, and powerful interventions that help people 

do what they intend to get done. They also avoid telling people what to do, 

allowing people to maintain autonomy over their own decisions.

That mole on Bob’s arm was growing larger and 

darker than the others, and it had been two years 

since his last appointment with the dermatologist.i He 

kept intending to get to the dermatologist for his semi-

annual checkup. But when could he find the time? His 

team at work was short-staffed and he was juggling half 

a dozen projects. His aging mother across town needed 

his help keeping up her house. He wanted to spend 

whatever time was left with his wife and kids. Summer 

turned to fall, then to winter, then to spring. When Bob 

finally found the time to visit the dermatologist and 

learned that his mole was malignant, his most desperate 

Rogers, T., Milkman, K. L., John, L. K., & Norton, M. I. (2015). Beyond 
good intentions: Prompting people to make plans improves follow-
through on important tasks. Behavioral Science & Policy, 1(2), pp. 33–41.

wish was that he had followed through faster to see 

the doctor.

When individuals fail to follow through on well- 

intentioned plans, significant negative consequences 

can follow. It may seem that those repercussions are 

theirs and theirs alone, but they can be costly for both 

individuals and society. Bob’s surgery and chemo-

therapy, requiring repeated hospitalization, will cost his 

health insurer hundreds of thousands of dollars. High 

medical costs increase insurance costs for everyone. 

Bob, of course, will lose income while recovering. The 

emotional toll on Bob and his loved ones is a particularly 

steep cost.

Previous research suggests a troubling fact: failure 

to follow through happens more often than not. In 

other words, people fail to fulfill the majority of their 

review
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intentions.1,2 People often intend to exercise and eat 

healthfully but don’t, contributing to poor health and 

rising health care costs. Many students intend to study 

regularly but do not make the time; meaning they 

learn less and risk failing to achieve their potential. A 

surprising number of citizens fail to complete tax forms 

in time to meet government deadlines, forcing them to 

pay unnecessary penalties. Many families of high school 

seniors neglect to complete college financial aid forms, 

resulting in some students losing out on aid needed to 

afford college. Some heads of household fail to submit 

applications for food stamps, increasing their family’s 

food insecurity. New parents intend to formulate wills 

and purchase life insurance but never get around to 

either, leading to family battles and financial insecurity 

when tragedy strikes. And on and on.

How can policymakers and managers more effec-

tively help people follow through on desirable behav-

iors? Today, they use a combination of carrots and 

sticks: bonuses, late fees and other financial incen-

tives, or regulations that require necessary tasks to be 

completed. But these methods can be coercive and 

clumsy, and they often aren’t optimal for the situation 

at hand. Strategically prompting people to form simple 

plans about how and when they will follow through on 

their intentions, however, provides a low-cost, simple, 

and potent tool to complement existing strategies.

Evidence is growing that planning prompts, which 

nudge people at key times to think through how and 

when they will follow through, make people more likely 

to act on matters of importance to them. These inex-

pensive prompts, which leverage insights from behav-

ioral science, increase follow-through on a wide range 

of beneficial behaviors. And policymakers can deploy 

them while protecting people’s freedom and minimizing 

government interference in people’s lives.

Planning prompts are not the only type of inexpen-

sive and nonpenalty nudges that research shows can 

move people toward beneficial behaviors. Creating a 

default choice in a menu of options is another (one 

example is the message, “Your Happy Meal will come 

with apple slices unless you tell us you prefer French 

fries”). Defaults work because people tend to exhibit 

inertia and stick with the de facto option. Another type 

of nudge used widely in advertising and energy effi-

ciency communications, among other realms, commu-

nicates that many other people engage in a desirable 

behavior (for example, “90% of your neighbors are 

consuming less energy than you are per month”).3 This 

sort of message educates people about norms and 

plays on people’s desire to conform to those norms.

Not all nudges, of course, are useful in every situ-

ation. It is unclear how a default choice could help 

people wanting to exercise more to remember to bring 

their running shoes to work, for example. However, 

planning prompts informed by behavioral science 

insights could. These interventions have the added 

benefit of facilitating life-improving behaviors and 

preserving individual liberty.4 They are grounded in one 

basic insight: Making concrete plans helps people follow 

through on their intentions.

Why Planning Prompts Work

Plan making has been studied for decades. There are 

deep and robust literatures on the topic and on the 

related power of goals, goal setting, and mental simula-

tion.5–9 The evidence clearly shows that plan making can 

increase follow-through.

In one early randomized study on tetanus vaccina-

tion rates, for example, a team of social psychologists 

showed that 28% of Yale University seniors got the 

shot when they were encouraged to do so after being 

prompted to review their weekly schedules and to select 

a feasible time to stop by the health center to receive an 

inoculation. They were also given a list of times when 

shots were available and a campus map highlighting the 

health center’s location. Only 3% of the seniors got the 

shot when they were simply encouraged to do so and 

were informed about how effective the shots were and 

their availability on campus.9

But why would prompting people to make concrete 

plans about when, where, and how they will act to 

achieve their intentions increase follow-through? 

Research suggests a number of reasons. Merely asking 

people if they intend to carry out a beneficial behavior 

can make it more likely that they will do it, according to 

numerous studies.10–13 For example, if you ask a person 

who is not planning to join a gym how likely she is to 

join a gym, the mere question may prompt her to think 

more about joining than she otherwise would have, 

which could then make her more likely to sign up for a 

gym membership.

Prompting people to make a plan capitalizes on other 

psychological forces as well. Specifically, guiding people 

to unpack the when, where, and how of fulfilling their 
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intentions can increase their likelihoods of following 

through.14 In part that’s because making an action 

plan overcomes people’s tendency to procrastinate 

when they intend to behave in beneficial ways that 

fail to provide instant gratification15,16 as well as their 

tendency to be overly optimistic about the time it will 

take to accomplish a task.17 It accomplishes this by 

encouraging people to develop specific strategies to 

overcome logistical obstacles to following through on 

their good intentions. Imagine someone—let’s call her 

Sarah—who intends to get a flu vaccination, but getting 

the vaccination will require an hour of travel to and from 

a health clinic. Prompting Sarah to make a plan to get 

vaccinated may lead her to block an hour off on her 

calendar and enlist colleagues to cover her responsibil-

ities while she is away. Moreover, by unpacking exactly 

which actions are required to get a flu shot, she will be 

less likely to underestimate the time needed to accom-

plish the task—a particularly common problem for 

complex tasks.18

Making a concrete action plan also helps people 

overcome forgetfulness, a common obstacle to 

following through on good intentions.19,20 For example, 

when Orbell, Hodgkins, and Sheeran surveyed women 

who intended but failed to perform self-examinations 

that can detect breast cancer, 70% of them reported 

that they forgot to do it.21 Making a plan counters this 

tendency by helping people remember their intentions 

at appropriate times and by activating predetermined 

strategies to overcome any challenges they anticipate. It 

also helps people remember that to achieve their inten-

tions, they should engage in preprogrammed behaviors 

at specific moments—for example, a specific time of 

day, when a certain event occurs, or when a specific 

feeling or thought arises. In other words, “if situation 

Y arises, then engage in behavior X.”6,22 For example, 

rather than Sarah simply saying she will get her flu shot 

next Tuesday, she could instead make a concrete plan: 

After she drops her son off at daycare next Tuesday, she 

will drive to the clinic to receive her shot. Unpacking the 

logistics in this way will make Sarah more likely to spon-

taneously remember to get her flu shot next Tuesday as 

she drives away from daycare.

Finally, committing to behaving in a certain way and 

then failing to follow through on this explicit commit-

ment causes discomfort.23 For example, if Sarah sched-

ules an hour to get a flu shot on her calendar for next 

Tuesday but fails to get it, it would mean that she failed 

to honor an explicit commitment recorded on her 

calendar. Anticipating such discomfort probably contrib-

utes to why planning prompts increase follow-through.

Planning prompts become even more effective 

when they require a person to inform someone else of 

a commitment, such as reporting the plan to a friend 

or family member. Such prompts add social pressure to 

follow through to the other benefits of plan making.24 

Returning to our flu shot example, if Sarah had told her 

spouse that she planned to get the shot on Tuesday, in 

addition to scheduling it on her calendar, a failure to get 

the shot would induce added discomfort and possible 

embarrassment.

Although making a plan helps people accomplish 

their intentions, when left to their own devices, people 

often fail to generate concrete plans.25 Paradoxically, 

people frequently underplan when they begin with 

strong intentions. They mistakenly believe that their 

strong intentions are enough to propel them to perform 

desired behaviors, and that belief keeps them from 

using strategies that could help translate intentions into 

actions.26 Thus, people are prone to underplanning the 

behaviors they would most like to accomplish. These 

results underscore the need for policy interventions that 

encourage plan making and suggest interventions could 

improve social welfare.

Evidence for the Effectiveness of 
Prompting People to Make Plans

Prompting people to make plans can aid follow-through 

on a wide range of beneficial behaviors, many of them 

relevant to public policy. For example, college students 

who committed to eating additional fruit each day over 

a two-week period were more successful when they 

also received prompts to plan how, when, and where 

they would eat additional fruit.27 Planning prompts also 

increase follow-through on other beneficial intentions, 

including exercise,28,29 dieting,30 smoking cessation,31 

recycling,32 and test preparation33,34 (see reference 14 for 

an extended review of earlier work).

Three recent large-scale field experiments described 

below demonstrate the power of planning prompts 

to influence socially important behaviors. Each illus-

trates a light-touch approach that policymakers might 

use to elicit concrete plan making. They also high-

light conditions that increase the effectiveness of 

planning prompts.
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Getting People to Vote

In the United States, tens of millions of dollars are spent 

each election cycle to encourage citizens to vote. 

Greater citizen participation affects election results, as 

well as which groups of citizens have more influence 

over legislation (for a review, see reference 35). To find 

out whether planning prompts can increase the effec-

tiveness of get-out-the-vote communications, one 

of us (Rogers, in collaboration with David Nickerson) 

randomly assigned 287,000 people to one of three 

groups during the 2008 Democratic primary election in 

Pennsylvania. Members of one group received a call that 

featured a typical get-out-the-vote phone script: They 

were reminded of the upcoming election, encouraged 

to vote, and asked if they intended to vote. The members 

of the second group encountered the same script, but 

they were also asked three additional plan-making 

questions: when they would vote, where would they be 

coming from, and how they would get to their polling 

place. Those in a third group were not contacted.

By analyzing public voting records, Rogers and Nick-

erson showed that those who received the call based 

on a typical get-out-the-vote phone script were 2.0 

percentage points more likely to vote than were those 

who weren’t called. However, those who were also 

asked plan-making questions were 4.1 percentage 

points more likely to vote than were those who were not 

called—a statistically significant increase over the 42.9% 

turnout of the control group. In short, adding three 

simple plan-making questions made get-out-the-vote 

calls more than twice as effective.36 Further analyses 

suggested that the plan-making calls worked particu-

larly well on those who likely had not yet made a plan 

for getting to their polling place: citizens who lived in 

households with no other eligible voters.

To put this effect size into context, we note that a 

voting shift of this magnitude in the 2008 presidential 

general election would have changed the outcomes 

in Florida, Indiana, North Carolina, and Missouri. Of 

course, generating so large an effect size in hotly 

contested battleground states during a fractious general 

election (as opposed to a less intense primary election) 

is highly unlikely, as is reaching 100% of eligible voters 

by phone to administer a plan-making intervention. This 

illustration simply shows that adding the plan-making 

prompt to the standard get-out-the-vote calls meaning-

fully increases the effectiveness of voter outreach.

Expanding Flu Immunity

Plan making alters important health behaviors as 

well. Milkman, Beshears, Choi, Laibson, and Madrian 

conducted two large-scale field experiments, in collab-

oration with Evive Health, a company that reminds 

employees of client corporations by mail when they 

are due to receive immunizations and medical exams.37 

The first experiment involved encouraging employees 

to receive shots to prevent seasonal influenza, which 

annually causes more than 30,000 hospitalizations 

and more than 25,000 deaths in the United States.38,39 

The frequency of these adverse incidents could be 

greatly reduced if more people obtained flu shots, 

which are widely available, inexpensive, and effec-

tive. Past research has shown that sending reminder 

letters increases vaccination rates by an average of 8 

percentage points.40,41

To see if planning prompts induced people to get flu 

shots, Evive Health sent more than 3,000 employees 

of a Midwestern company mailings encouraging them 

to get free flu shots at a variety of on-site work clinics. 

Each mailing included the date(s) and time(s) of the free 

flu shots and the location of the clinic at the employees’ 

work site. Employees were randomly assigned to one 

of two groups. Those in a control group received a 

mailing with only the personalized clinic information 

described above. Those in the plan-making condition 

also received a prompt urging them to (privately) write 

down in a box printed on the mailing the date and time 

they planned to attend a clinic. Clinic attendance sheets 

were used to track the receipt of flu shots. This subtle 

prompt to make plans cost little but increased flu shot 

uptake from 33% of targets in the control condition to 

37% in the plan-making condition.37

The prompt was most effective for employees whose 

on-site flu shot clinics were open just one day, as 

opposed to three or five days. In that case, the opportu-

nity to receive a flu shot was fleeting, making failure to 

follow through especially costly. A full 38 percent of these 

employees obtained flu shots, 8 percentage points more 

than the control group, people who were not prompted 

and also had just one-day access to a flu shot clinic. 

These results suggest that plan-making interventions may 

be most potent in scenarios with only a narrow window 

of opportunity to act. They also indicate that adding a 

planning prompt to a reminder can boost follow-through 

by nearly as much as the reminder itself.40,41
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Preventing Colon Cancer

In the second experiment conducted by Milkman and 

colleagues, Evive Health sent nearly 12,000 employees 

who were overdue for a colonoscopy a mailing 

reminding them to obtain the screening.42 The mailings 

provided personalized details about the cost of a colo-

noscopy and how to schedule an appointment. They 

also included a yellow sticky note affixed to the top 

right-hand corner, which recipients were prompted to 

use as a reminder to schedule and keep their colonos-

copy appointment. Employees were randomly assigned 

to groups. For one group, this yellow note included a 

plan-making prompt with blank lines for employees to 

write down the doctor, clinic, and date of their appoint-

ment; for another group, the note was blank.

Approximately seven months after sending the 

mailing, insurance claims information for employees in 

the study were reviewed to confirm who had received 

colonoscopies. Among those who had received the 

plan-making mailing, 7.2% received a colonoscopy, 

whereas only 6.2% of those who received a reminder 

without a planning prompt followed through. Increasing 

the rate of obtaining colonoscopies by one percentage 

point would save 271 years of life for every 100,000 

people who should receive the procedure, according to 

a 2008 study led by Memorial Sloan Kettering Cancer 

Center researchers.43 Further, the plan-making mail-

er’s impact was most potent among subpopulations at 

greatest risk of forgetfulness, such as older adults, adults 

with children, and those who did not obtain colonos-

copies after earlier reminders. This finding is consistent 

with past psychological studies on the impact of plan-

ning prompts and highlights the value of the prompts as 

a potent tool for overcoming forgetfulness.

Making the Best-Laid Plans Better

As evidence of the power of making plans has grown, 

researchers have probed how to improve their effec-

tiveness. Their efforts have yielded multiple enlightening 

clues, many of which are summarized in Table 1. (For 

more comprehensive scholarly reviews, see references 

7, 14, and 44). For instance, spelling out the when, 

where, and how of achieving a given outcome will not 

improve follow-through unless people have (or are 

persuaded to form) an intention to pursue the goal.45 

Along the same lines, planning prompts are especially 

effective if they target intentions rooted in individuals’ 

personal values rather than external pressures.46 Plan 

making is even more effective when people contrast 

how their lives would be improved if they accomplished 

their goals with how their lives are currently.47

Planning prompts also work better under circum-

stances that make follow-through difficult. Prompts add 

the most value when people face obstacles to achieving 

their intentions.6 As previously discussed, these include 

forgetfulness42 and limited windows of opportunity to 

execute an action.37,48 They can also include cognitive 

busyness, when a person’s cognitive bandwidth is occu-

pied with multiple tasks.49

Planning prompts are especially potent when they 

guide people to develop concrete and precise plans 

with formats such as “If I encounter situation X, then I 

will perform behavior Y.” In this case, the plan is cogni-

tively linked to situation X, and when the person faces 

that specific situation, it is automatically activated. 

For example, if the plan is, “At 6 p.m. tomorrow, buy a 

spinach salad for dinner from the deli next door,” the 

person making the plan will be more likely to remember 

to go to the deli next store when the clock reads 6 

p.m. Specifying the planned behavior is also critical. At 

6 p.m., she will know it is time to buy a spinach salad 

specifically rather than needing to decide what food 

she should pick up.7 Further, as discussed previously, 

prompting people not only to form plans but also to 

state them publicly can enhance the impact of prompts 

by layering on the added benefits of social pressure 

and accountability.23

Prompting people to plan, it should be noted, is not 

always useful. Planning prompts can be unnecessary, 

for instance, when fulfilling an intention is straightfor-

ward and easily accomplished50 or when people have 

already planned.36 The propensity to plan is a relatively 

stable individual attribute: Some people tend to regu-

larly make plans, whereas others tend not to.25 Those 

who tend not to plan stand to gain the most from 

planning prompts.

In some cases, plan making can actually be harmful 

and so plan-making prompts should be avoided. For 

example, making multiple plans concurrently may 

interfere with people’s ability to recall and act on their 

intentions at critical moments.51 In addition, planning 

concurrently to fulfill multiple intentions rather than a 

single intention can emphasize the many challenges 

to accomplishing those intentions. This could be 
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discouraging and undermine people’s commitment to 

their intentions and, therefore, their success.52

Additionally, recent research suggests that making 

a plan to accomplish intentions during prespecified 

moments may be detrimental to follow-through if 

people encounter unanticipated earlier opportunities 

to accomplish their intentions. Despite the benefits of 

plan making, under some conditions, it can prevent 

people from improvising new strategies to achieve their 

intentions.53,54 These new research findings suggest that 

policymakers should focus on administering planning 

prompts for single, specific intentions that can only be 

executed in specific time windows.

Planning prompts are more useful for straightforward 

tasks such as scheduling a doctor’s appointment, which 

requires a single phone call, than for more complex 

tasks that require multiple discontinuous actions to 

complete.55,56 Writing a will, for example, often requires 

a person to collect documentation of one’s assets and 

consult repeatedly with a lawyer. Intentions to carry 

out this sort of complex task are particularly vulnerable 

to disruption by factors outside of a decisionmaker’s 

immediate control, such as experiencing a work or 

family emergency, getting distracted, or not having 

copies of the appropriate paperwork. To accomplish 

more complex tasks, it helps to break the job into 

Table 1. When and why plan making prompts are most effective

When planning prompts are most effective Why the prompts appear to help

People already have a strong intention to act. People may be more motivated to make careful plans when they have 
strong intentions. 

Intentions are motivated by personal values as 
opposed to other pressures. 

People may be more motivated to make careful plans when they are 
intrinsically invested in their intentions.

At least a few obstacles stand in the way. Without obstacles, achieving goals does not require much effort or 
attention; therefore, planning is of trivial benefit. 

People have not yet made plans. It is redundant to prompt people who have already made plans to make 
plans again.

People are at high risk of forgetfulness. People at risk of forgetfulness are most in need of tools to facilitate 
follow-through.

Limited time exists to perform a task. Planning prompts reduce forgetting, and forgetting is costlier when the 
window of opportunity to act is limited. 

Planning requires detailed thinking about how to 
overcome specific obstacles.

Prompts help people develop specific strategies that they will need to 
succeed at follow-through when faced with challenging obstacles. 

It’s necessary to act at a precise future moment. Prompts strengthen the mental link between a specific time and a 
required action so people are more likely to remember their intentions at 
critical times. 

People are prompted to be very specific about 
implementation details. 

Thinking through specific details about the context in which an intention 
can be executed makes that context function as a reminder of a person’s 
intentions.

People state their plans publicly. Sharing plans creates accountability to others, which makes follow-
through more likely. 

People have a single goal as opposed to multiple 
different goals.

Prompts for multiple intentions discourage people by highlighting the 
difficulty of successfully accomplishing each intention.

The intention does not require acting 
opportunistically at unanticipated times. 

Making specific plans can make people inflexible and not inclined to act at 
unplanned times.

Intentions can be achieved all at once, as opposed 
to requiring many separate steps. 

Intentions that can be achieved all at once are less likely to be derailed by 
obstacles that people cannot control.
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smaller tasks, each of which can be done in a single 

session. Doing this can turn complex tasks into simpler 

tasks that can be helped by planning prompts. As 

research into this area has expanded, so have insights 

into when planning prompts are more and less effective, 

which we summarize in Table 1.

The Promise of Planning Prompts

We envision multiple arenas in which prompting people 

to make concrete plans could help individuals and 

society. For example, the IRS could prompt parents of 

college kids to form a plan to complete the Free Appli-

cation for Federal Student Aid (FAFSA) forms required 

to obtain financial aid when they file their taxes, which 

could help more students matriculate and finish their 

degree. Civic groups could prompt people to plan when 

and how they will get to their polling place or obtain 

and return an absentee ballot, increasing voter partici-

pation. Doctors could prompt patients to plan when and 

where they will receive flu shots, better controlling the 

spread of disease. Managers could prompt employees 

to plan time to follow through with clients, ensuring 

important tasks aren’t left undone.

Planning prompts are not panaceas, of course, 

and important social problems such as low voter 

turnout, students dropping out of high school, and 

health-threatening habits will not be solved with any 

single intervention. But planning prompts could provide 

low-cost ways to boost the impact of existing interven-

tions at minimal additional cost. Unfortunately, despite 

their widely documented efficacy, planning prompts are 

not yet widely deployed.

The underuse of planning prompts may be tied to 

policymakers’ limited exposure to scholarly research 

in this area. Another explanation may be that most 

plan-making studies published before 2010, although 

scientifically valid, had limitations. Some examined 

outcomes with little policy relevance (for example, 

remembering to mail a researcher an envelope on a 

specific date). And some used samples of participants 

that were not easily generalized to a broader popula-

tion (for example, samples made up entirely of under-

graduate students). More recent planning-prompt 

research has overcome these limitations and may 

seem to policymakers to be more directly appli-

cable to important social problems. Although further 

research is needed to understand when and for which 

behaviors planning prompts work best, the work to 

date provides strong evidence that this tool can be 

used to generate scalable, cost- effective interventions 

that help people and organizations follow through on 

their good intentions.
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Improving the communication 
of uncertainty in climate science 
and intelligence analysis

Emily H. Ho, David V. Budescu, Mandeep 
K. Dhami, & David R. Mandel

abstract. Public policymakers routinely receive and 

communicate information characterized by uncertainty. 

Decisions based on such information can have important 

consequences, so it is imperative that uncertainties are 

communicated effectively. Many organizations have 

developed dictionaries, or lexicons, that contain specific 

language (e.g., very likely, almost certain) to express 

uncertainty. But these lexicons vary greatly and only a 

few have been empirically tested. We have developed 

evidence-based methods to standardize the language 

of uncertainty so that it has clear meaning understood 

by all parties in a given communication. We tested 

these methods in two policy-relevant domains: climate 

science and intelligence analysis. In both, evidence-

based lexicons were better understood than those 

now used by the Intergovernmental Panel on Climate 

Change, the U.S. National Intelligence Council, and the 

U.K. Defence Intelligence. A well-established behavioral 

science method for eliciting the terms’ full meaning was 

especially effective for deriving such lexicons.

finding
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Decisions are often based on judgments made 

under conditions of uncertainty.i That is true when 

people answer low-stakes questions such as, what is 

the chance it will rain tomorrow? It is also true with 

high-stakes national security queries such as, how 

likely is Russia’s ground presence in Syria to trigger a 

military confrontation between the United States and 

Russia? And it applies to environmental queries with 

policy implications such as, if CO
2
 emissions continue at 

current levels, what are the chances that rising sea levels 

will force a major population evacuation in Indochina in 

the next 50 years? Despite such high-stakes contexts, 

uncertainties are often communicated inappropriately, if 

at all.1 In fact, the language of uncertainty may itself be 

a source of confusion.

Uncertainties can be communicated as precise values 

(“there is a 0.5 chance”), as ranges (“the probability is 

between 0.3 and 0.6”), as phrases (“it is not very likely”), 

or as a combination of phrases and ranges of numbers 

(“it is likely [between 0.60 and 0.85]”).2 But research has 

shown that people overwhelmingly prefer to commu-

nicate uncertainty using vague verbal terms such as 

almost certain because these terms are perceived to 

be more intuitive and natural.3,4 People may avoid the 

alternative of precise numerical values because they 

can imply a false sense of precision, particularly for 

scenarios in which uncertainty persists.5 For example, in 

the legal domain, efforts to communicate the meaning 

of terms such as reasonable doubt focus on using other 

vague language (for example, phrases such as firmly 

convinced), partly because using numerical values (such 

as 90%) may impose greater accountability and expose 

errors in judgment.6,7

People naively assume that others share their inter-

pretation of the phrases they use to convey uncertainty. 

But research shows that interpretations of such phrases 

vary greatly across individuals.8 This underapprecia-

tion of variability in people’s intuitive understanding of 

phrases used to convey probability ultimately under-

mines communication.9 Given the serious problems 

associated with communicating uncertainty using verbal 

terms, researchers have suggested that people either 

reduce and restrict the use of such terms or develop 

dictionaries, or lexicons, that tie the verbal terms to 

Ho, E. H., Budescu, D. V., Dhami, M. K., & Mandel, D. R. (2015). 
Improving the communication of uncertainty in climate science and 
intelligence analysis. Behavioral Science & Policy, 1(2), pp. 43–55.

specific numerical values or ranges.10,11 Indeed, some 

organizations have used such standardized lexicons with 

mixed results. In some cases, organizations develop 

multiple lexicons that assign different meanings to the 

same terms.12

For instance, Sherman Kent, a cofounder of the 

Central Intelligence Agency’s Office of National Esti-

mates, proposed the use of a standardized lexicon 

to reduce vagueness in the communication of 

uncertainty in intelligence estimates. The lexicon he 

proposed, however, had some limitations. For example, 

it contained numerical gaps and it was not based on 

systematic research on how analysts or intelligence 

users interpret these terms. More recently, the Euro-

pean Commission Pharmaceutical Committee released 

a guideline for communicating the risk of side effects 

of over-the-counter medications. However, research 

revealed that the language in the guideline did not 

match people’s understanding of the terms.13

With a few exceptions,14,15 these uncertainty lexi-

cons are developed by fiat and reflect the perceptions, 

perspectives, and experiences of small committees 

of experts in a given field. Rarely do they adequately 

consider the wide diversity of backgrounds and 

perspectives of target audiences. It is no surprise that 

instead of enabling clear communication of uncertainty, 

such lexicons can be confusing and ultimately result in 

ill-informed decisions. We argue that when developing 

a new uncertainty lexicon or testing existing ones, 

research must focus on demonstrating the reliability 

and validity of evidence-based methods. However, few 

studies have done this (see reference 2).16

Our research strongly suggests that behavioral 

science can help people better communicate decision- 

critical uncertainties. In two studies, we established 

alternative approaches to developing lexicons and 

tested their effectiveness in communicating uncer-

tainty in two domains: climate science and intelligence 

analysis. Linking phrases to numerical probabilities and 

then confirming that the phrases are understood accu-

rately by target audiences is a promising approach to 

making murky communications more precise and reli-

able and therefore more meaningful. In our first study, 

we showed that our evidence-based lexicons are more 

effective than the lexicon used in the reports of the 

Intergovernmental Panel on Climate Change (IPCC) for 

communicating scientific results and conclusions to 
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the public. Our second study applies a similar approach 

to communicating uncertainty in intelligence analysis 

among professional analysts. In both cases, evidence-

based uncertainty lexicons improved the effectiveness 

of communication for experts and nonexperts alike. 

Conveying Uncertainty in Climate Science

Climate change is one of the major challenges facing 

our society in the 21st century. The IPCC was assembled 

to collect and disseminate information about the causes 

and potential impacts of climate change, and strategies 

for mitigation and adaptation in response.17 Climate 

science is complex, technical, and interdisciplinary. 

Projections about future temperatures, precipitation, 

sea levels, and storm surges are subject to uncertain-

ties associated with a variety of variables, including 

physical (for example, climate sensitivity), social (for 

example, population growth rates), and economic (for 

example, the cost of reducing rates of greenhouse gas 

emissions). These uncertainties can influence important 

policy decisions. For example, organizations that seek 

to acquire land to protect the habitat of certain species 

must decide which land to purchase to maximize the 

species’ chances of survival. Such decisions rely on 

projections of future temperatures and precipitation in 

various locations, among many other factors.

Previous attempts to effectively communicate rele-

vant climate-science results have been plagued by 

problems, such as increasing public confusion by not 

explicitly using uncertainty phrases, as was the case in 

the first three IPCC Assessment Reports.18 The solu-

tion adopted by the IPCC in its reports was to use a 

set of verbal phrases to convey information about the 

relevant probabilities. For example, “It is very likely 

[emphasis added] that hot extremes, heat waves, and 

heavy precipitation events will continue to become 

more frequent” or “It is very unlikely [emphasis added] 

that the Meridional Overturning Circulation [the system 

of global ocean currents] will undergo a large abrupt 

transition during the 21st century.” To ensure that its 

verbal phrases were interpreted as intended, the IPCC 

published a conversion table that assigns numerical 

values to certain phrases (see Table 1). For example, in 

the IPCC lexicon, the term very likely denotes a likeli-

hood of greater than 90% and the term unlikely denotes 

a likelihood of less than 33%.

Some researchers have argued that the IPCC’s 

conversion table is ineffective, mainly because the 

lexicon is not grounded in people’s intuitive and 

consensual understanding of what the phrases mean.19 

In Study 1, we developed two uncertainty lexicons that 

map phrases used by the IPCC to specific numerical 

ranges. The lexicons are evidence-based because we 

developed them using people’s actual interpretations of 

probability phrases in the context of climate science.

Constructing Evidence-Based Lexicons

To construct evidence-based lexicons in the climate 

science domain, we reanalyzed survey data from partic-

ipants in the United States, Australia, and the United 

Kingdom who were part of a large international study 

(see details in reference 3). Participants read eight 

sentences from the fourth IPCC Assessment Report. 

The sentences included the four probability phrases that 

Table 1. Abbreviated Intergovernmental Panel on Climate Change (IPCC) lexicon for 
translation of probability phrases and two evidence-based lexicons (Study 1)

Phrase IPCC likelihood

Evidence-based methods

Peak Value (PV) Member Function (MF)

Very likely >90 65–100 75–100

Likely >66 45–65 40–75 

Unlikely <33 15–45 15–40

Very unlikely <10 0–15 0–15 

All values represent percentages.
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were most frequently used in IPCC reports (very unlikely, 

unlikely, likely, very likely) and thus were the most rele-

vant for policy efforts.20 For example, one sentence 

read, “It is very unlikely that climate changes of at least 

the seven centuries prior to 1950 were due to variability 

generated within the climate system alone.” Participants 

had access to the IPCC’s conversion table when reading 

the sentences.

After reading each sentence, participants were 

asked to characterize each phrase’s intended numer-

ical meaning in the sentence by estimating its lower 

and upper bounds and offering their best estimate for 

its specific meaning. Later, participants were presented 

with the same four phrases again, outside the context 

of sentences, and were asked to indicate the same three 

numerical values. (Detailed descriptions of the methods 

and analysis used in this research are in our Supple-

mental Material published online.)

For both the contextualized and the stand-alone 

estimation tasks, we discarded cases where a partic-

ipant’s best estimate of a phrase’s value fell outside 

of the participant’s estimates of its upper and lower 

boundaries. Consequently, we used the stand-alone 

estimates provided by participants (n = 331 to 352, 

depending on the phrase) in the U.S. sample to 

construct two lexicons. Our primary goal was to iden-

tify regions of probability that maximize participants’ 

consensus about the probability phrases’ meaning. To 

do this, we applied two evidence-based approaches 

to associate each probability phrase with a range of 

numerical probabilities.

One approach, which we call the peak value (PV) 

method, reflects the distribution of participants’ best 

estimates of the value of each phrase when it was 

presented alone, outside of the context of a sentence. 

The distributions of participants’ best estimates of each 

phrase’s numerical meanings were plotted, and we used 

the points where the distributions intersected to deter-

mine the cutoffs between adjacent phrases. The left 

panel of Figure 1 illustrates this process with the distri-

butions of the phrases very unlikely and unlikely.

The second evidence-based approach we used is 

known as the membership function (MF) method, which 

uses a full description of the subjective meaning of a 

Figure 1. Illustration of determination of optimal cuto
 points between 
two adjacent phrases using the PV and MF methods (Study 1)
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term. This is based on the work of Wallsten, Budescu, 

Rapoport, Zwick, and Forsyth, who demonstrated that 

it is possible to quantify the meaning of probability 

terms by means of MFs that describe how well a certain 

numerical value defines or substitutes for a given phrase 

(for example, how well a probability of 0.20 defines 

the phrase very unlikely).21 A membership of 0 denotes 

that the probability value does “not at all” substitute for 

(define) the phrase, whereas a membership of 1 indi-

cates that a probability value “absolutely” substitutes for 

the phrase. A value with a membership of 1 is referred to 

as the peak of the MF, and an intermediate value reflects 

partial membership. The MF approach has been shown 

to be a reliable and valid method of measuring people’s 

understanding and use of probability phrases (see refer-

ences 10 and 12).22,23

Using each participant’s three reported values of 

each probability phrase (lower bound, upper bound, and 

best estimate) when the phrases were presented alone, 

we computed MFs for each person and each term. The 

individual MFs of each term were averaged to obtain 

the sample’s collective MF for each phrase. The optimal 

cutoff points between adjacent phrases were obtained 

by identifying the region of values for which the sample 

membership of a given phrase was higher than all other 

phrases (see right panel of Figure 1).

Figure 2 displays the numerical cutoffs that the IPCC 

prescribes for each of the four probability phrases 

examined in Study 1 (very unlikely, unlikely, likely, 

very likely), as well as the values identified by the two 

evidence-based lexicons (based on context-free judg-

ments of participants in the U.S. sample). The most 

prominent finding is that the IPCC’s ranges for very 

unlikely and very likely are much narrower and more 

extreme (closer to the end points, 0 and 1) than are 

participants’ intuitive and natural interpretations of these 

phrases.

Testing Evidence-Based Lexicons 

in the Climate Science Domain

To compare how effectively the two evidence-based 

lexicons and the existing IPCC guidelines convey infor-

mation about uncertainty, we analyzed evaluations 

Table 2. Consistency rates of Study 1

Sample Method Mean Consistency

Evidence-based lexicon

United Kingdom PV 44%

United Kingdom MF 50%

Australia PV 41%

Australia MF 45%

Current IPCC lexicon

United Kingdom 27%

Australia 25%

Sample sizes in the United Kingdom vary between 162 and 177 across 
the four terms. In Australia, they vary between 198 and 217 across the 
four terms. PV = peak value; MF = membership function; IPCC = Inter-
governmental Panel on Climate Change. 

Figure 2. Comparison of bounds in the IPCC guidelines with 
bounds from the evidence-based lexicons from Study 1

IPCC = Intergovernmental Panel on Climate Change; PV = peak value; MF = membership function. A color version of this figure is published in the 
Supplemental Material online.
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of the phrases in the eight IPCC sentences, using the 

responses of the Australian and U.K. samples to the 

IPCC sentences. We were primarily interested in how 

consistently participants’ best estimates of a phrase’s 

numerical interpretation fell within the numerical range 

that defines that phrase in each of the three lexicons 

(IPCC, PV method, and MF method). These consistency 

rates can range from 0 to 1 (for example, a consistency 

rate of .3 indicates that 30% of the participants’ esti-

mates fell within the specified range).

For both the Australian and the U.K. samples, consis-

tency rates were calculated separately for each phrase 

across all of the participants, which yielded an overall 

measure of lexicon consistency. The results of this 

analysis are shown in Table 2. The mean consistency 

rates (across the U.K. and Australian samples) were 

40% for the PV method and 43% for the MF method. 

The evidence-based lexicons clearly outperformed the 

current IPCC lexicon in both samples (where the consis-

tency rate was 27% for the U.K. sample and 25% for the 

Australian sample), even though participants had access 

to the IPCC lexicon.

Communicating Uncertainty 
in Intelligence Assessments

We tested the robustness of the evidence-based 

methods proposed in Study 1 by applying them to a 

second domain, intelligence analysis. Intelligence anal-

ysis plays a vital role in national security and defense 

decisionmaking. And, like climate science, intelligence 

assessment is characterized by uncertainty.24 For 

example, Mandel and Barnes reported that only 29.5% 

of 1,514 strategic intelligence forecasts with quanti-

fied uncertainties implied certainty (that is, the analysts 

assigned probabilities of either 0 or 1 to event occur-

rence).25 In a study of intelligence organizations, one 

manager of intelligence analysts stated, “There is a huge 

problem of language used to convey probability and 

importance/magnitude in terms of what the expressions 

mean to different people” (p. 23).26,27

After the 9/11 terrorist attacks, there were many calls 

for the intelligence community to include more explicit 

information about uncertainties surrounding forecasts 

and judgments in intelligence reports.28 The National 

Intelligence Council (NIC), which is responsible for long-

term strategic planning in the Office of the Director of 

National Intelligence,29 developed a verbal probability 

lexicon that ranked eight terms used for communi-

cating uncertainty but did not associate the terms with 

numerical values.30 Recently, the Office of the Director 

of National Intelligence updated this lexicon to include 

numerical ranges, the efficacy of which remains 

untested. The NIC’s counterpart in the United Kingdom, 

the Defence Intelligence (DI),31 developed a different 

six-category lexicon in which phrases were translated 

into numerical ranges, although there are some numer-

ical ranges for which there is no probability phrase (for 

example, 85%–90%).32,33 Table 3 lists both institutional 

lexicons. Given that the United Kingdom and the United 

States are close and longtime NATO allies, it is startling 

that the lexicons of their respective intelligence orga-

nizations disagree for every phrase in the lexicon. It is 

equally puzzling that neither lexicon relies on systematic 

empirical research and that the communicative effec-

tiveness of both lexicons is yet to be ascertained.

Table 3. National Intelligence Council and Defence Intelligence lexicons (Study 2)

National Intelligence Council Defence Intelligence

Phrase Numerical value (%) Phrase Numerical value (%)

Remote 1–5 Remote/highly unlikely <10

Very unlikely 5–20 Improbable/unlikely 15–20

Unlikely 20–45 Realistic possibility 25–50

Even chance 45–55

Probably/likely 55–80 Probable/likely 55–70

Very likely 80–95 Highly probable/very likely 75–85

Almost certainly 95–99 Almost certain >90
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Constructing Evidence-Based Lexicons

To construct an evidence-based lexicon in the 

intelligence- assessment domain, we used the PV and 

MF methods described earlier. We recruited 34 Cana-

dian intelligence analysts who were completing an 

intermediate intelligence course to serve as our initial 

calibration sample.

The analysts rated the degree to which specific 

numerical probabilities (from 0% to 100% in incre-

ments of 10%) can substitute for each of eight proba-

bility phrases that are used in both the NIC and the DI 

lexicons (remote chance, very unlikely, unlikely, even 

chance, likely, probably, very likely, and almost certainly). 

The ratings were on a scale from 0 (not at all) to 100 

(absolutely), with each 10th point labeling an interval. 

Thus, each participant provided 11 ratings for each 

phrase, a refinement of the three ratings (upper and 

lower bounds and best estimate) used in the IPCC study. 

By simply linking the 11 ratings of each term—one for 

each probability—one can trace the term’s MF.

Following a procedure similar to that used in the 

IPCC study, we used the Canadian analysts’ responses 

to derive two lexicons, using the PV and MF methods 

to calculate value ranges for each of the eight phrases. 

We recruited 27 U.K. intelligence analysts to serve as a 

validation sample. They performed a similar task (see 

reference 32, Study 1).

Table 4 presents the mean peak MFs—the best 

numerical representations of the phrases’ meanings—

for the calibration and validation samples. It is reassuring 

that the order of both sets of mean estimates is consis-

tent with the implied order of the phrases in the NIC and 

DI lexicons. An interesting feature of the evidence-based 

Table 4. Mean peaks of group membership functions for all probability phrases (Study 2)

Sample
Remote 
chance

Very 
unlikely Unlikely

Even 
chance Likely Probably

Very  
likely

Almost 
certainly

Canada

mean 23.0 19.4 30.6 47.9 69.1 70.0 82.9 83.5

standard deviation 31.0 25.0 28.7 23.6 24.8 26.8 17.3 23.7

United Kingdom

mean 16.8 18.2 28.3 50.0 74.4 78.8 82.9 88.6

standard deviation 31.5 26.9 27.8 18.2 19.5 18.7 11.3 15.1

In the validation sample, the phrase highly unlikely is a proxy for the phrase very unlikely. The sample size varied between 30 and 32 for various terms 
in the Canadian sample and between 24 and 25 for the United Kingdom sample. Because of an administrative error in our materials, very unlikely 
judgments were not collected, and we use the phrase highly unlikely as a substitute.

Figure 3. Comparison of average membership function estimates for remote chance 
and very unlikely (left panel), likely and probably (middle panel), and very likely and 
almost certainly (right panel) in the Canadian sample (Study 2)
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approach is that, in addition to determining optimal 

cutoff points between adjacent terms, it is possible to 

control the size of the lexicon by changing the number 

of phrases used in the lexicon. We illustrate this in 

two ways.

Synonyms. The NIC and DI lexicons deem certain 

phrases to be interchangeable (such as probably and 

likely in the NIC lexicon and remote and highly unlikely 

in the DI lexicon), meaning they can be used to repre-

sent the same numerical range (see Table 3). We exam-

ined the validity of this assumption by comparing data 

provided by participants in the Canadian calibration 

sample. Specifically, we compared the average MFs 

for three phrase pairs in our evidence-based lexicon 

(remote chance/very unlikely, probably/likely, and very 

likely/almost certain). As shown in Figure 3, the items 

in each of these pairs are, for all practical purposes, 

indistinguishable and thus can be treated as synonyms. 

In light of this result, we accept the determination of 

implicit equivalence between terms in the NIC or DI in 

our evidence-based lexicons.

Abbreviated Lexicons. Can a simplified lexicon 

containing fewer but most frequently used terms 

provide better differentiation between adjacent phrases 

and more effective communication? To test this possi-

bility, we analyzed the judgments of the Canadian 

analysts while excluding the terms remote chance and 

almost certain, which are rarely used, and (using the 

same procedures) derived a shorter, simplified lexicon.

Testing Evidence-Based Lexicons in 

the Intelligence Analysis Domain

As shown in Figure 4, probability phrases’ numerical 

ranges in the DI lexicon are generally narrower than 

the ranges in the two evidence-based lexicons derived 

from responses provided by the Canadian analysts 

(our calibration sample), suggesting that the analysts 

attach broader meaning to the phrases in the middle 

of the lexicon than the creators of the DI lexicon 

assumed. In addition, the phrase ranges in the NIC 

are narrower at the extreme ends of the scale. On the 

whole, both institutional lexicons map onto different 

numerical values than do the same phrases in our two 

evidence-based lexicons.

The ranges in our two lexicons (MF and PV) are 

similar (see Figure 4). The most noticeable difference 

is that the MF method induces narrower and more 

Figure 4. Abbreviated and optimal thresholds compared with Defence Intelligence (DI) 
and National Intelligence Council (NIC) lexicons (Study 2)

PV = peak value; MF = membership function; Abbr = abbreviated lexicon.
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extreme meanings to the end phrases (remote chance 

and almost certainly), which is consistent with the 

evidence in the literature.34 The abbreviated lexicon, 

which excludes these extreme phrases, eliminates this 

difference (see Figure 4).

To compare how frequently participants’ subjec-

tive judgments of the numerical value of a phrase fell 

within the boundaries established by each lexicon, we 

computed consistency rates for each phrase within 

each lexicon. This analysis was based on the validation 

sample of U.K. analysts. Surprisingly, the U.K. analysts’ 

judgments of the phrases were much more in line with 

the U.S. NIC lexicon than with the U.K. DI lexicon for 

most phrases, with the exception of the most extreme 

phrases (remote chance and almost certainly).

Figure 5 presents consistency rates for the PV and 

MF methods, both for the complete lexicon of seven 

phrases and the abbreviated version of five phrases. 

For most phrases, the intelligence analysts’ judgments 

showed, on average, higher consistency with the 

evidence-based lexicons developed with the full MFs 

(79%) than with both the NIC’s (53%) and the DI’s (56%) 

existing lexicons. The PV-based empirical lexicon (58%) 

is only slightly better than its NIC and DI counterparts. 

More specifically, we see a much higher consistency rate 

for the extreme phrases in the evidence-based methods, 

a clear advantage over the existing NIC lexicon, and 

a higher consistency rate for the middle phrases, a 

clear advantage over the DI lexicon. The abbreviated 

evidence-based lexicons have high consistency rates, 

but the NIC lexicon is also highly consistent in this case, 

although this gain is greatly diminished in the extreme 

phrases, where the NIC lexicon is extremely narrow. 

Using Evidence-Based Methods 
to Communicate Uncertainty

Our research shows that the current standard practices 

of communicating uncertainty in consequential policy 

domains as diverse as climate science and intelligence 

Figure 5. Consistency rates of National Intelligence Council (NIC), Defence Intelligence (DI), and 
evidence-based lexicons for the full and abbreviated evidence-based lexicons (Study 2)

Error bars are included to indicate 95% confidence intervals. The bars display how much variation exists among data from each group. If two error bars 
overlap by less than a quarter of their total length (or do not overlap), the probability that the di�erences were observed by chance is less than 5% (i.e., 
statistical significance at p <.05). 
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analysis can be ineffective.  Those who receive the 

information may not understand it in the way it was 

intended by those who communicated it; as a conse-

quence, decisions may be prone to errors and biases. 

Our research also shows that alternative evidence-

based methods can be used to enhance understanding 

and the effectiveness of communication. These findings 

have potential implications in many other domains, such 

as medicine and finance.

Recognizing that the effective communication of 

uncertainty can be challenging, some organizations 

have implemented uncertainty lexicons in an attempt to 

improve communication. However, most existing lexi-

cons, such as those in used in the domains of climate 

science and intelligence analysis, are not based on 

empirical evidence, and their effectiveness has not been 

empirically tested. It is also striking that despite the 

close and long-standing political and military alliance 

between the United States and the United Kingdom, 

the official NIC and DI lexicons differ in their numerical 

prescriptions for every verbal term. Yet, the variance in 

approaches is not altogether surprising, given that such 

standards tend to be developed “in house,” often based 

on whatever seems to make sense at the time.

We were able to quantify and document the prob-

lems associated with such arbitrary lexicons. We also 

developed and tested evidence-based uncertainty 

lexicons, using two methods that require relatively little 

effort and involve low cost. Indeed, we showed that our 

lexicons were more effective than the existing institu-

tional lexicons in communicating uncertainty. When 

people develop tools for communicating uncertainty 

to others—colleagues, peers, superiors, subordinates, 

or the general public—it is not ideal to rely on one’s 

personal intuitions, local customs, or traditional norms. 

The quality of communication improves if one develops 

and adopts evidence-based communication tools 

focused on the target population (for example, patients 

in medical settings).

Our approach is intended to improve upon existing 

practices by minimizing the ambiguities inherent in 

communicating uncertainty in highly consequential 

public policy domains. We tested two methods: the PV 

method, which relies on a single estimate, and the MF 

method, which uses a full description of the subjec-

tive meaning of a term. MF performed better and its 

advantage was more pronounced in the intelligence 

application, which involves more phrases than does the 

IPCC. On the basis of these analyses, we consider MF to 

be a preferable method for developing evidence-based 

lexicons of uncertainty phrases, and we recommend 

its use. Our analysis also shows that the advantage 

of evidence-based methods is most pronounced for 

larger lexicons. In Study 2, the abbreviated NIC lexicon 

achieved a mean consistency rate similar to those found 

using our methods, but it failed to cover the entire 

range of interest. In particular, the NIC lexicon neglects 

very high and very low probabilities whose reporting 

to decisionmakers can be highly consequential in 

intelligence analysis.

Alternative evidence-based methods should be 

developed and tested. For example, Mandel (see refer-

ence 16) used an evidence-based approach to deter-

mine optimal numerical point probability values (as 

opposed to ranges) to assign to probability phrases used 

in a Canadian intelligence lexicon that assigns numer-

ical point equivalents that are nevertheless meant to be 

interpreted as approximate (for example, a 90% proba-

bility is meant to be interpreted as “about 90%”; see also 

reference 13). Whereas lexicons with mutually exclusive 

and exhaustive range equivalents offer communicators 

the opportunity to convey any probability level, lexicons 

with point equivalents provide end users with more 

precise estimates of uncertainty.

It is important to recognize that there is no universal 

lexicon (see, for example, the ranges associated with the 

phrase very likely in Tables 1 and 3). The ranges depend 

on several factors, such as the number of terms used, 

the specific evidence-based method used (we see slight 

differences between the MF and PV methods), and the 

presence or absence of anchor terms at the two ends 

of the scale and at its center. The content of an effective 

lexicon may also be sensitive to its specific application. 

For example, a regulatory agency that seeks to develop 

a scale to communicate the likelihood of side effects 

associated with different drugs may find that unlikely is 

interpreted differently when the drug is a simple over-

the-counter pain reliever compared to when it is an 

experimental treatment for a life-threatening condi-

tion (see reference 8).35 It is best to derive application- 

specific lexicons that are tailored to the specific needs 

of any given domain and the expected level of precision.

Evidence-based methods do not completely elimi-

nate the possibility of miscommunication. For example, 

recipients of probabilistic information tend to discount it 

somewhat and interpret it as less extreme than intended 
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by communicators (see reference 8). Also, people 

typically process new information through the lens of 

their attitudes and beliefs. For example, Budescu, Por, 

and Broomell documented different interpretations of 

communications about climate science as a function of 

the recipients’ ideology, attitudes toward the environ-

ment, and political affiliation (see reference 19). Indeed, 

research36,37 has shown that probability phrases are 

subject to bias and distortion that fits one’s expected 

and preferred conclusions (known as motivated 

reasoning).38 However, the possibility of miscommuni-

cation is not fully eliminated by using numerical terms 

because the interpretation of numerical quantifiers is 

itself often imprecise and contextually dependent.39 For 

instance, a point value, X, may be interpreted as lower 

(“at least X”) or upper bound (“at most X”), as approxi-

mate (“about X”), or as precise (“exactly X”). 

Applying New Insights into 

Communicating Uncertainty

We recommend that behavioral science be used 

routinely in efforts to develop evidence-based tools for 

communicating uncertainty. In some domains, such 

as intelligence analysis, there has been longstanding 

opposition to quantifying uncertainty (see references 

14, 24, and 28).40 Empirical methods can delineate the 

limitations of existing approaches and offer sensible 

solutions to remedy them. The MF method, which elic-

ited participants’ full understanding of the key terms, 

was especially effective. In Study 1, we showed that the 

general public has a broader interpretation of probability 

phrases than the IPCC intended with its lexicon, and, in 

Study 2, we found that intelligence analysts’ concep-

tions of probability terms simply do not match those of 

the organizational lexicons we examined. Moreover, we 

found that the U.S. and U.K. lexicons were inconsistent 

with each other, a factor that could undermine shared 

situational awareness and interoperability in allied mili-

tary operations. Applying similar empirical verification 

processes to other domains, such as public health and 

finance, may reveal similar discrepancies in intended 

message and actual audience understanding, which 

opens the door to finding ways to increase communica-

tive effectiveness.

When the nature and quality of the available evidence 

does not justify exclusive use of numerical communi-

cations, we recommend that probability phrases and 

numerical values be combined (see reference 2). This 

approach is sensitive to different people’s preferences, 

and it also has the flexibility of adjusting the range of 

values in some cases to signal more precision. For 

example, in the context of an IPCC report, very likely 

may generally mean a probability greater than 85%, but 

in special cases, the communicator may feel sufficiently 

confident to say that the event is very likely but combine 

it with a more precise numerical meaning, say, between 

90% and 95%.

Miscommunication is fertile ground for blame 

in public and private spheres. Organizations that 

inform policymakers about topics featuring uncer-

tainty routinely get blamed when things go wrong. 

Ultimately, an evidence-based approach to commu-

nicating uncertainty would improve organizational 

accountability in such scenarios.41 Let’s face it: Uncer-

tainty will never disappear. The job of expert assessors, 

such as intelligence analysts, is not to eliminate uncer-

tainties but to assess them as accurately as possible.42 

Given that uncertainties are ubiquitous in the thorny 

issues that policymakers grapple with, it is incumbent 

on expert communities to use all effective means at 

their disposal to improve how they communicate such 

uncertainties. Evidence-based methods for doing so 

are their best bet. 
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Moving citizens online: Using 
salience & message framing 
to motivate behavior change

Noah Castelo, Elizabeth Hardy, Julian House, 
Nina Mazar, Claire Tsai, & Min Zhao

abstract. To improve efficiency and reduce costs, government agencies 

provide more and more services online. Yet, sometimes people do not 

access these new services. For example, prior to our field experiment 

intervention, Ontario spent $35 million annually on infrastructure needed 

for in-person license plate sticker renewals. In Canada’s most populous 

province, only 10% of renewals occurred online. Our intervention tested 

variations in messaging mailed with sticker renewal forms that encouraged 

consumers to renew online. We changed text and color on the envelope 

to try to make the benefits of the online service more salient. In addition, 

changes to text and color on the renewal form itself emphasized either 

consumer gains from online renewals or losses associated with in-person 

renewals. Each intervention increased use of the online service when 

compared to the unaltered messaging. The combination of salience and 

gain framing achieved the highest number of online renewals: a 41.7% 

relative increase.

It would be impossible to inventory all of the useful 

transactions people conduct on the Internet every 

single day.i In 2014 alone, e-retailers based in the United 

States sold more than $300 billion of merchandise, 

according to the U.S. Department of Commerce.1 But 

valuable online activity includes much more than shop-

ping. Most U.S. colleges and universities offer online 

courses, for example. People commonly publish books, 

Castelo, N., Hardy, E., House, J., Mazar, N., Tsai, C., & Zhao, M. (2015). 
Moving citizens online: Using salience & message framing to motivate 
behavior change. Behavioral Science & Policy, 1(2), pp. 57–68.

raise money for deserving charities, and even find life 

partners online.

Governments, however, are not always as successful 

at convincing citizens to access public services online. 

For example, in a 2012 nationally representative survey, 

the majority (52%) of Canadians reported that they never 

or only sometimes access government services online, 

despite the fact that 84% in the same survey expressed 

interest in using such e-services.2 This is a missed 

opportunity, because conducting government business 

online, when done well, can cut costs and increase effi-

ciency as well as consumer satisfaction.

finding
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In Ontario, Canada’s most populous province, the 

provincial government has made more than 40 services 

available online, including address changes, driver’s 

license and health card renewals, and copy requests 

for various records such as birth and marriage certifi-

cates. Expanding citizens’ use of just one online service, 

the annual or biennial renewal of automobile license 

plates, could potentially save millions of dollars. Since 

2010, Ontarians have been able to go online to renew 

the stickers that display when their license plate fees 

expire. But as of 2013, only 10% of these transactions 

were conducted digitally. Servicing the remaining 90% 

of renewals in-person cost over $35 million that year; 

online renewals are accomplished for a fraction of 

that cost.

Efforts to fix such discrepancies can benefit from 

insights produced by researchers in the field of behav-

ioral science, who have expertise in developing and 

testing methods that help people accomplish behavioral 

change. Beginning in 2013, we applied our expertise 

in a first-of-its-kind collaboration between Ontario’s 

Behavioural Insights Unit (BIU) and the Behavioural 

Economics in Action research hub (BEAR) at the Rotman 

School of Management of the University of Toronto. 

The results were promising. Not only did we increase 

online license plate sticker renewals in Ontario, but 

there is also evidence that our interventions increased 

the number of on-time renewals, too. These findings 

suggest that no-cost interventions such as those we 

tested can save a provincial government money and 

help citizens in ways beyond providing convenience. By 

renewing their stickers on time, vehicle owners avoid 

incurring citations and fines. At the same time, police 

forces potentially gain time to focus on more pressing 

enforcement matters.

Using Choice Architecture to Change Behavior

People frequently face a major challenge when it comes 

to acting on their good intentions. Behavioral scientists 

call this the last-mile problem.3 People who plan to save 

often put away less money than they need later, for 

example.4 People who fully believe in the importance 

of a good cause end up not donating to that cause.5 To 

help people to act on their good intentions, govern-

ments are increasingly applying behavioral science 

insights.6,7 One of the most successful approaches to 

helping people act on their intentions is to carefully 

design the choice architecture (that is, the way in which 

options are presented or preferences are elicited) in 

ways that nudge people to make desirable decisions 

while preserving their freedom of choice.8 For example, 

people tend to view outcomes in terms of losses and 

gains relative to context-dependent reference points, 

such as when they compare an existing investment 

portfolio’s worth with its maximum and minimum 

potential value. What is more, people are about twice as 

sensitive to differences framed as losses compared with 

the same differences framed as gains, a phenomenon 

known as loss aversion.9–11

In another example, partially due to loss aversion, the 

default option among a group of options tends to be 

“sticky.” That is, people are reluctant to give up a default 

because the losses inherent in doing so often subjec-

tively outweigh the relative gains of alternative options. 

Accordingly, defaults have been shown to exert a strong 

influence on choices, even those as consequential as 

whether to become an organ donor12 or whether to 

enroll in a 401(k) retirement savings plan.13

Choice architecture interventions make use of 

such insights to help people make better decisions. 

For instance, informing people that the majority of 

citizens pay their taxes on time (communicating a 

descriptive social norm) led to a 15% increase in the 

percentage of British citizens who paid their overdue 

taxes in 2011 and 2012. During a 23-day experiment 

involving just 100,000 taxpayers, this resulted in an 

additional £9 million in government revenue. It has 

been estimated that this intervention could bring in 

approximately £160 million at very low cost when 

implemented countrywide.14,15 In a different field 

experiment, 6,824 insurance policy holders in the 

United States were asked to endorse the statement “I 

promise that the information I am providing is true” 

with their signature at the top rather than at the bottom 

of an audit form before self-reporting their cars’ 

odometer mileage. This precommitment to truthful-

ness (acting as moral reminder) significantly reduced 

the extent of dishonest self-reports, resulting in an 

estimated additional $1 million in insurance premium 

revenue over a 24-month period.16 Even subtle cues 

in a physical choice environment, such as queue 

guides and area carpets, can create the feeling that it 

is almost one’s turn and therefore increase the likeli-

hood that consumers will stay in line rather than leave 

the queue.17
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Leveraging Research on What 
Motivates People to Act

In our field experiment, we attempted to nudge more 

citizens of Ontario to renew their license plate stickers 

online rather than doing so in-person at  ServiceOntario 

centers. These stickers need to be attached to vehicle 

license plates to show that owners have paid the required 

fees. Vehicle owners can choose to renew for one or two 

years, with no discount for renewing for two. The fees for 

renewing online are the same as those people pay when 

renewing in-person at ServiceOntario centers.

We tested three interventions that were developed 

using insights from two areas of behavioral science 

research. One body of work demonstrates the impor-

tance of salience, the degree to which something grabs 

a person’s attention. The other focuses on effects from 

framing situations or messages in terms that acknowl-

edge losses versus gains.

The goal of our first intervention was to increase the 

salience of information regarding the online renewal 

option that citizens saw in the subject line on the 

mailing envelope carrying the sticker renewal form 

(see Figure 1). We made two adjustments motivated by 

the knowledge that when some information is empha-

sized more than other information in a communication, 

the emphasized content will have greater impact on 

people’s judgments.18,19

First, we embedded the black text of the subject 

line in a blue background to make it stand out on the 

exterior of an otherwise standard black-and-white 

ServiceOntario pressure-sealed envelope (see reference 

14).20 Second, to increase the salience of benefits from 

online renewal, in the subject line on the envelope, we 

used the wording “Instant and easy renewal online” 

rather than “Renew online and receive a 10-day exten-

sion.” Our reasoning was that not all consumers require 

a 10-day extension. Further, because renewing license 

plate stickers online might seem complex and daunting 

to people inexperienced with the procedure, focusing 

on its benefits could help ease people into trying an 

unfamiliar process (see Figure 2).

Research has shown that when people think about 

an immediate action, they often primarily focus on 

hassles or the mental effort required to perform the 

action instead of the benefits. For example, when 

deciding whether to adopt a new technology such as 

a smart watch, consumers are often predisposed to 

think first about the learning costs (time, for instance) 

associated with new tools.21 Because of a well- 

documented process known as output interference, 

this can inhibit the consideration of potential bene-

fits. In other words, the consideration of unwelcome 

factors interferes with the effective consideration of any 

subsequent factors.22–24

In light of these insights, we also changed the orig-

inal messaging (see Figure 3) about the online renewal 

option printed on the back of the renewal form found 

inside the pressure-sealed envelope. Specifically, 

we designed our second and third interventions to 

emphasize in more detail the consumer benefits that 

accompany an online renewal. Our goal was to prompt 

Figure 1. Standard messaging on the license plate sticker renewal envelope (control condition)
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Figure 2. Salience messaging on the license plate sticker renewal envelope 
(treatment conditions 1, 2, and 3)

In the actual mailing sent out during the field experiment, the shaded area visible here was a pale blue, not gray.

Figure 3. Standard messaging on the back of the license plate sticker renewal form 
(control condition and treatment condition 1)
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consideration of the benefits before a person had time 

to think about any hassles or costs associated with 

undertaking an unfamiliar process. We framed the 

benefits of renewing online in two ways. In our second 

intervention, we directed people’s attention to the gains 

or positives associated with the online renewal (see 

Figure 4). In our third intervention, we applied one of 

the most robust findings in the behavioral science liter-

ature: that people are more averse to potential losses 

than they are attracted to equivalent potential gains (see 

research on loss aversion in, for example, reference 11).25 

Here we highlighted the negatives, particularly the time 

cost, of not choosing to renew online (see Figure 5). In 

addition, in both of these framing interventions on the 

back of the form we also used color to try to heighten 

the salience of parts of the gain and loss messages by 

printing some text in red instead of black. The colors 

used in our interventions are visible in our Supplemental 

Material published online.

Testing Our Interventions

In our study, 626,212 owners of registered vehicles in 

Ontario received one of four different versions of a 

sticker renewal letter over eight weeks from December 

2013 to February 2014. In the control condition, owners 

received the provincial government’s standard renewal 

letter (see Figures 1 and 3). The rest received envelopes 

with the color and text modifications described above 

(see Figure 2), as well as one of three different messages 

inside. What we call the salience-only condition (with 

the envelope altered but nothing else) featured the 

same message inside the envelope as the existing, stan-

dard renewal letter (see Figure 3). The salience-gain 

condition featured the gain-frame messaging and color 

modifications inside the envelope emphasizing the gains 

of renewing online (see Figure 4). And the salience-loss 

condition featured the loss-frame messaging and color 

modifications inside the envelope stressing the cost of 

not renewing online (see Figure 5).

We manipulated which version of the renewal letter 

was mailed to vehicle owners each week, according 

to the schedule in Table 1. Ninety days before each 

vehicle owner’s date of birth, when license plate stickers 

Figure 4. Gain messaging on the back of the license plate sticker renewal form (treatment condition 2)

In this mailing, the words renewing online! and the website address were printed in red, in English and in French.
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Figure 5. Loss messaging on the back of the license plate sticker renewal form (treatment condition 3)

In this mailing, the words renewing online!, the 10-minute time estimate, and the website address were printed in red, in English and in French.

Table 1. Design of mailing distribution for field experiment and weekly results

Letters mailed Content
Treatment 
condition

Online 
renewals

On-time 
renewals

Block 1

Week 1: 75,145 Standard messaging Control 9.4% 71.9%

Week 2: 90,045 Modified envelope only TC1: Salience only 11.7% 72.1%

Week 3: 75,797 Modified envelope and potential gain emphasized TC2: Salience and gain 13.8% 74.0%

Week 4: 76,536 Modified envelope and potential loss emphasized TC3: Salience and loss 13.0% 72.7%

Block 2

Week 5: 76,923 Standard letter text Control 11.2% 69.0%

Week 6: 84,897 Modified envelope only TC1: Salience only 11.5% 76.5%

Week 7: 67,504 Modified envelope and potential gain emphasized TC2: Salience and gain 15.5% 77.3%

Week 8: 78,900 Modified envelope and potential loss emphasized TC3: Salience and loss 13.5% 74.5%

Note. TC1 = treatment condition 1; TC2 = treatment condition 2; TC3 = treatment condition 3.
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expire, ServiceOntario mails out renewal forms. As a 

consequence, vehicle owners’ assignment to one of our 

four conditions depended on their license plate sticker 

expiration date. Although complete randomization of 

assignment to condition would have been ideal, system 

limitations involved with printing and tracking hundreds 

of thousands of renewal forms mandated this approach.

As can be seen in Table 1, each condition was run 

two times for one-week periods, with four weeks 

between the periods. Our primary measure of 

success (our dependent variable) was the percentage 

of vehicle owners who renewed online. We also 

measured the percentage of vehicle owners in our 

sample who renewed on time. As can be seen in 

Figure 6, each of our three treatment conditions 

increased online renewals in comparison to the 

standard letter. The salience-gain treatment condi-

tion achieved the largest relative increase of 42.7% 

(increasing from 10.3% to 14.7%).

A technical description of our statistical analysis 

can be found online in our Supplemental Material. 

To summarize, we used two statistical techniques 

to ascertain whether the differences in online and 

on-time renewal rates between groups of people who 

had received different renewal letters was greater than 

would be expected by chance. The more common and 

less stringent was binomial logistic regression (Models 

1 and 2 in Supplemental Table 1 online). It showed that 

people who received any of the three experimental 

letters developed for this trial were statistically more 

likely to renew their license plate stickers online and 

on time. Moreover, using this technique, we also found 

that both the salience-gain and salience-loss letters 

performed significantly better than the salience-only 

letter in terms of spurring online and on-time renewals. 

These results suggest that increasing the salience of the 

online service and emphasizing its relative gains helped 

encourage more consumers to take advantage of the 

online service.

The more stringent technique, called multilevel bino-

mial logistic regression (Models 3 and 4 in Supplemental 

Table 1 online), is similar but was used to take into 

account a potential flaw in our trial design. Randomized 

controlled trials (RCTs) are normally conducted using 

random number generators or some other means of 

ensuring that each participant has an equal chance of 

receiving one of the various treatments (in this case, 

letters). In our trial, however, it was only possible to 

alter the version of the letter that was sent on a weekly 

basis. This created a potential problem, in that partici-

pants receiving a particular letter might exhibit behavior 

similar to the behavior of others receiving that same 

letter not because of the content of that letter but 

because of other coincident events occurring that 

week (for example, a weather event keeping people 

indoors and out of government offices). Because such 

factors could result in statistical errors, we created 

multilevel models to account for them. The results of 

these models suggest that only the salience-gain and 

salience-loss letters had significant positive effects on 

online renewals and that only the salience-gain letter 

had any effect on on-time renewals. This more stringent 

statistical analysis thus gives us greater confidence that 

the salience-gain letter prompted the best response of 

the four letters and that its apparent effect on online 

renewals is not due to chance.

The increased use of the online renewal service 

during our eight-week experimental period saved the 

government approximately $28,000 in transaction fees 

by reducing the number of in-person transactions in 

ServiceOntario centers, which are paid according to 

the number of in-person transactions processed. This 

estimate also takes into account marginal costs for the 

Figure 6. Percentage of license plate stickers 
renewed online, averaged across two weeks 
for each treatment condition 

Error bars represent 95% confidence intervals based on eight weeks of 
observation. The bars display how much variation exists among data 
from each group. If two error bars overlap by less than a quarter of their 
total length (or do not overlap), the probability that the di�erences were 
observed by chance is less than 5% (that is, the statistical significance is 
p < .05). TC1 = treatment condition 1; TC2 = treatment condition 2; TC3 
= treatment condition 3.
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online service associated with meeting an increase 

in demand of this magnitude. We project that if the 

best-performing salience-gain treatment condition 

is adopted permanently in Ontario, approximately 

$612,000 would be saved annually, and this gain would 

be achieved at virtually zero cost to the government.

We also observed suggestive evidence that one of 

our interventions designed to increase online renewal 

service use also increased the number of on-time 

license plate sticker renewals. Such an additional benefit 

from increasing usage of an online service could be 

expected on the basis that online services are more 

convenient, are available at all times, and therefore 

pose fewer barriers that may encourage procrastina-

tion. However, as none of our interventions specifi-

cally addressed timely renewals, any effect on timely 

renewals would presumably be mediated through an 

increase in online renewals. Thus our evidence of this 

effect is less robust.

Figure 7 displays the on-time renewal rates by type 

of letter (for weekly results, see Table 1). Compared 

with the control condition, the salience-gain condition 

led to a 7.5% relative increase (from 70.4% to 75.7%) 

in timely renewals. The bottom half of Supplemental 

Table 1 online presents both the simple binary logistic 

regression results (Models 1 and 2) as well as the multi-

level binary logistic regression results (Models 3 and 4). 

Both types of analyses agree on one observation: The 

salience-gain condition was most effective. In addi-

tion, the 1.3 times larger odds of on-time renewal in 

the salience-gain condition compared with the control 

condition can be considered a significant trend (highly 

significant according to the simple binary logistic 

regression and marginally significant according to the 

multilevel logistic regression). At minimum, we can 

conclude that our gain-frame messaging intervention 

on the back of the renewal form also had a significant, 

positive impact on timely renewals.

Subtle, Low-Cost Changes Have Impact

In a large-scale RCT in which people made real, 

consequential decisions, we observed that even subtle 

changes in messaging that apply behavioral princi-

ples can substantially influence people’s actions. It is 

important to note here that our interventions did not 

introduce citizens to the online service for the first time. 

The standard letter already directed vehicle owners to 

the ServiceOntario online renewal service and displayed 

its Internet address. Instead, the intervention increased 

participation in an existing government program, a 

benefit to both citizens and public policy due to its 

increased convenience and lower cost.

Our results add to the growing number of demon-

strations of how simple and often cost-free interven-

tions rooted in behavioral science research can be 

applied to help people make better decisions, without 

resorting to financial incentives or restricting freedom 

of choice. The interventions we tested, consistent with 

research on choice architecture and nudging (see refer-

ence 8),26 could be easily translated to other public 

policy realms. Highlighting communications materials 

to increase the salience of key messages and testing 

various gain and loss frames may be useful in helping 

citizens take advantage of any number of public services 

and benefits, such as the various government borrowing 

and savings programs that have seen improved partic-

ipation due to interventions designed by the White 

House’s Social and Behavioral Sciences Team (SBST).27

Our results also reinforces the finding that using RCTs 

in the field is a feasible and valuable tool for testing 

Figure 7. Percentage of license plate stickers 
renewed on time, averaged across two weeks 
for each treatment condition 

Error bars represent 95% confidence intervals based on eight weeks of 
observation. The bars display how much variation exists among data 
from each group. If two error bars overlap by less than a quarter of their 
total length (or do not overlap), the probability that the di�erences were 
observed by chance is less than 5% (that is, the statistical significance is 
p < .05). TC1 = treatment condition 1; TC2 = treatment condition 2; TC3 
= treatment condition 3.
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some potential policy interventions.28 Staging such 

research allows for potent, rigorous comparison of 

multiple candidate interventions to determine which is 

the most effective in real-world contexts. Also, it can be 

implemented at very low cost when the proposed inter-

ventions are simply variants of existing processes, as was 

the case with our research.

It is also noteworthy that our findings are not consis-

tent with the well-established finding that avoiding 

losses is a particularly strong motivator (see reference 

11 and reference 25). Our messaging that emphasized 

potential gains (the gain frame) on the back of the 

renewal form was most effective and, in particular, more 

effective than the messaging that emphasized potential 

losses (the loss frame). This could be because people 

are already anticipating losses in the form of expected 

hassles when they consider using the in-person service 

instead of the online technology (see reference 21). That 

possibility may undermine effects from any additional 

loss thoughts. This unexpected finding illustrates the 

importance of testing even very fundamental assump-

tions before implementing a policy.

Our ability to explain this divergence from what has 

been observed in the loss aversion literature is limited 

by several imposed methodological constraints. That 

includes limitations regarding the number of conditions 

that we could run in an eight-week experimental period 

and the randomization capabilities of the ServiceOntar-

io’s printer. For example, our salience-gain and salience-

loss treatment conditions varied in several ways in 

addition to the framing. In particular, the salience-loss 

condition focused primarily on time savings and losses 

and presented both the negatives of not renewing 

online and the positives of renewing online. It did this 

in a particular order: It mentioned the negatives first, 

then the positives (see, for example, query theory; see 

reference 24). The salience-gain condition, on the other 

hand, focused only on the positives of renewing online, 

with no particular focus on time savings and losses. In 

addition, the salience-loss condition was much more 

specific when naming costs and benefits in that it 

mentioned very specific times, such as “wait in line (15 

minutes),” in comparison to the benefits mentioned in 

the salience-gain condition (“save waiting time”).

Such differences make it difficult to tease apart the 

respective influences of each condition. Perhaps our 

findings reinforce the observation that a frame focused 

on loss is simply not effective when the focal attribute is 

time. That may be because people typically don’t view 

time investments as costs.29 Follow-up research could 

manipulate these elements in a more controlled manner 

to better understand their contribution. Exploring this 

and other potential mechanisms of our findings in 

laboratory studies could help refine and improve our 

interventions.

It is also worth noting that despite the success of our 

interventions relative to the status quo, the absolute 

number of citizens who used online renewal services 

was low—only 14.7% in the most effective condition. At 

this point, we can only speculate as to why. It is possible 

that many citizens did not read the content we added to 

the envelope or the renewal form with sufficient atten-

tion to encounter the online renewal opportunity. As a 

result, citizens may have habitually continued with the 

in-person service.

Another possibility is that some people are uncom-

fortable with conducting online transactions requiring 

personal information because of security and privacy 

concerns.30 This may particularly be true for older adults 

who are less familiar with such processes.31 Given that 

84% of Ontarians have expressed interest in accessing 

government services online (see reference 2) but only 

14.7% did so after our most successful intervention, we 

conclude that enormous potential continues to exist 

for behavioral science–based interventions to further 

narrow this intention–action gap.

Our experimental design, necessitated by prac-

tical constraints, introduced the possibility that our 

results could alternatively be explained by some other 

phenomenon that produced a four-week trend in 

online renewals, which was subsequently repeated the 

following four weeks. Although we see this alternative 

explanation as unlikely, it is impossible to rule out. It 

further illustrates the trade-offs between experimental 

control and the real-world field studies required to 

achieve external validity. In light of our positive results, 

however, ServiceOntario has embraced our most 

successful approach to nudge the people it serves to 

take advantage of its online renewal service. At the end 

of February 2015, it implemented the features of our 

salience-gain test condition by changing its standard 

mailing to all customers. The agency added the blue 

color and the text changes to the envelope and replaced 

the standard message about the online renewal option 

on the back of the renewal form with the positive gain-

frame messaging and red color modification.
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Aggregate online renewal rates every month after this 

province-wide implementation enabled us to compare 

year-over-year increases in online renewals for the 

seven months immediately before and after the imple-

mentation of the salience-gain letter. As can be seen in 

the dashed black line of Figure 8, after the salience-gain 

letter was implemented province-wide, there is a more 

pronounced increase in the percentage of license plate 

stickers renewed online each month compared with 

the same month in the previous year (represented by 

the solid gray line). To assess whether this increase is 

statistically significant, we conducted a mixed-method 

analysis of variance to control for any seasonal effects 

during the months in which the salience-gain letter 

was first implemented. An in-depth description of the 

statistical analysis and results can be found online in 

our Supplemental Material. To summarize, this analysis 

revealed a significant positive interaction, indicating 

that in the months after the salience-gain letter was 

implemented in Ontario, the year-over-year increases 

in the use of online services accelerated significantly, 

by about 1%.

Managerial Takeaways

In addition to our findings, we are sharing some 

 reflections on the process we used to obtain these 

results. Our research is part of an ongoing collab-

oration between the Government of Ontario’s BIU 

and the Rotman School of Management’s BEAR to 

improve savings, efficiency, and well-being in Ontario. 

Through this collaboration, we’ve learned several 

 practical lessons that may be of use to others working 

to apply behavioral science insights in the public 

policy realm:

• Whenever possible, a fully randomized experi-

mental design is preferable. If this is not an option, 

it is crucial to come up with a design that limits the 

influence of confounds to ensure that measured 

effects are caused by the interventions.

• Data requirements for a study must be commu-

nicated clearly to all relevant parties. Further, data 

collection should be pretested before an RCT is 

conducted to ensure that all data are captured.

• A thorough application of behavioral insights with 

RCTs requires a research team with strong policy 

Figure 8. Percentage of license plate stickers renewed online over time, 
before and after implementation of the salience-gain treatment

The two gray-shaded boxes highlight the periods used to calculate the means in the interaction shown in Figure 4 in the online Supplemental Material.
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and program knowledge, an understanding of 

government, and support from academics with 

both theoretical and experimental expertise.

• Collaborations between scholars and govern-

ment employees benefit from a division of labor 

that takes advantage of their respective expertise. 

These groups need strong administrative support.

• Researchers need allies to explore the promise 

of behavioral insights to improve public policy. 

Organized outreach, education, and support 

from senior leadership, and early adopters are 

all needed.

• A behavioral insights–driven philosophy can 

help a government better understand the people 

it serves.

• Outcomes that benefit citizens can lead to better 

outcomes for government programs.

This project has strengthened our confidence that 

applying behavioral insights and principles can produce 

measurable and positive outcomes at low cost. It has 

also reinforced our belief that collaborations such as the 

one described above can improve the performance of 

existing government programs.
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Blinding prosecutors 
to defendants’ race: A 
policy proposal to reduce 
unconscious bias in the 
criminal justice system

Sunita Sah, Christopher T. Robertson, 

& Shima B. Baughman

abstract. Racial minorities are disproportionately 

imprisoned in the United States. This disparity is unlikely 

to be due solely to differences in criminal behavior. 

Behavioral science research has documented that 

prosecutors harbor unconscious racial biases. These 

unconscious biases play a role whenever prosecutors 

exercise their broad discretion, such as in choosing what 

crimes to charge and when negotiating plea bargains. To 

reduce this risk of unconscious racial bias, we propose 

a policy change: Prosecutors should be blinded to the 

race of criminal defendants wherever feasible. This could 

be accomplished by removing information identifying 

or suggesting the defendant’s race from police dossiers 

shared with prosecutors and by avoiding mentions of 

race in conversations between prosecutors and defense 

attorneys. Race is almost always irrelevant to the merits 

of a criminal prosecution; it should be omitted from the 

proceedings whenever possible for the sake of justice.

proposal
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Prosecutors may have more independent power and 

discretion than any other government officials in the 

United States.1
i Prosecutors decide whether to initiate 

criminal proceedings, what charges to file or bring 

before a grand jury, how and when to prosecute indi-

viduals, and what penalties to seek. For a given criminal 

behavior, half a dozen charges might apply, ranging 

from minor misdemeanors to the most serious felonies. 

A prosecutor can decline to press charges altogether or 

stack charges by characterizing the same behavior as 

violating the law dozens of times (charging each phone 

call made as part of a drug transaction as a crime, for 

instance). Once charged, about 95% of criminal cases 

are resolved through plea bargaining, where prosecutors 

can defer prosecution, suspend a sentence, minimize 

factual allegations in ways that virtually guarantee a light 

sentence, or insist on the most severe penalties.2 If a 

case does go to trial, a prosecutor’s sentencing demand 

provides an influential reference point (an anchor) for a 

defense attorney’s response in plea negotiations and the 

judge’s final sentencing decision.3

Prosecutors typically do not need to articulate the 

bases for their discretionary decisions,4,5 and these 

decisions receive only minimal scrutiny from the courts. 

Although the U.S. Constitution theoretically limits the 

discretion of prosecutors (to target a particular race 

prejudicially, for instance), such protections are exceed-

ingly difficult to invoke,6 especially if a prosecutor’s 

unconscious rather than intentional bias is in play.7 This 

context prompts us to offer an important and novel 

proposal with the potential to help make the justice 

system blind to race.

Prosecutors, we believe, should be unaware of 

 defendants’ race whenever possible. Implementing 

such a significant change would be challenging, clearly. 

But evidence of persistent disparities regarding the 

proportion of racial minorities that are put in prison 

makes the need for change apparent. And growing 

evidence that prosecutors’ unconscious biases 

contribute to that imbalance gives us a potentially 

powerful target for efforts to produce positive and vitally 

needed change.

Sah, S., Robertson, C. T., & Baughman, S. B. (2015). Blinding prosecutors 
to defendants’ race: A policy proposal to reduce unconscious bias in the 
criminal justice system. Behavioral Science & Policy, 1(2), pp. 69–76.

Racial Bias in the Criminal Justice System

In 2010 in the United States, Blacks made up 38% of 

all prisoners, although they made up only 12% of the 

national population.8 That same year, about one in 23 

Black men was in prison, compared with one in 147 

White men.9 The causes of this racial disparity are many 

and complex. Socioeconomic factors (poverty and 

lower educational achievement, for example) play a role. 

So may inequitable police behavior that, for example, 

leads to Blacks being stopped and frisked more often 

than Whites are.10,11

Black defendants also tend to receive harsher 

sentences than White defendants do, even when both 

the severity of the crime and previous criminal history 

are taken into account.12 For example, harsher punish-

ment was applied to crimes related to crack cocaine 

versus powder cocaine in federal sentencing guidelines, 

which tended to punish Blacks more harshly because 

they were more likely to be arrested with crack cocaine 

than powder cocaine. To minimize this disparate impact 

on Blacks, Congress passed the Fair Sentencing Act in 

2010, which reduced the unequal penalties and elim-

inated the five-year mandatory minimum sentence 

for simple crack cocaine possession. This new law 

addressed the racial bias perpetrated by the old regime 

that led to low-level crack dealers, who were often 

Black, receiving more severe sentences than wholesale 

suppliers of powdered cocaine.13

One important cause of the racial discrepancy 

among prisoners, however, is bias that affects discre-

tionary decisions made by prosecutors.14–17 A recent 

review of empirical studies examining prosecuto-

rial decision making and race found that most of the 

studies suggested that the defendants’ “race directly 

or indirectly influenced case outcomes, even when a 

host of other legal or extra-legal factors are taken into 

account.”17 Minorities, particularly Black males, “receive 

disproportionately harsher treatment at each stage of 

the prosecutorial decision-making process.”18 Indeed, 

prosecutors in predominantly Black communities have 

been shown to make racially biased decisions, such as 

overcharging Black youth,19 which, in turn, perpetuates 

racial stereotypes.20,21 Further, Black children in the 

United States are much more likely than White children 

to be sentenced as adults,22 probably because Black 

juveniles are perceived to be older and less childlike 

than White juveniles.23,24



a publication of the behavioral science & policy association 77

These data do not suggest that prosecutors are 

overtly racist, although some may be. Instead, research 

documents that bias can infect even people with the 

best of intentions, including physicians and other 

professionals.25,26 Prosecutors are humans with bounded 

rationality, making decisions in a cultural milieu that 

shapes their perceptions and decisions on an uncon-

scious level.15,27,28 Generally, bias increases in ambiguous 

situations,20,29–33 and as we described previously, deci-

sions on what and how many charges to file against a 

defendant are inherently ambiguous.

Behavioral science researchers have demonstrated 

that people unknowingly misremember case facts in 

racially biased ways.34,35 For example, there is a greater 

tendency to remember aggressive actions (e.g., punches 

or kicks) if a suspect is Black.34 In fact, it appears that 

the more stereotypically Black a defendant is perceived 

to be, the more likely that person is to be sentenced 

to death.36 In one study, Stanford University students 

viewed photographs of Black men, rating each one 

on the degree to which the person’s appearance was 

stereotypically Black. The students were told they could 

base their decisions on any of the features of the photo-

graphed subjects to make their decisions, including 

noses, lips, skin tone, and hair. Unbeknownst to the 

students, each man in the images had been convicted 

of murdering a White person. The men the students 

rated as appearing more stereotypically Black were 

more likely to have been sentenced to death in criminal 

proceedings.36 Other research has demonstrated that 

lighter skin tones may lead to more lenient judgments 

and prison sentences.20,37

Although bias exists throughout the criminal justice 

system, bias in prosecutorial decisions has a poten-

tially disproportionate impact, given that most criminal 

cases do not go to trial and prosecutors exercise such 

wide discretion in handling them. One might hope that 

selecting prosecutors of good faith and asking them to 

behave professionally could avert racial bias. In this vein, 

in 2014, the Department of Justice reaffirmed its policy 

that “in making decisions . . . law enforcement officers 

may not use race.”38 Such a policy, although laudable, 

unfortunately cannot prevent unconscious bias.

Prosecutorial decisions are made in a more deliber-

ative fashion than, for example, split-second decisions 

made by police to shoot or not shoot. However, even 

with deliberative decisions, the ability to self-regulate 

bias is difficult: Moral reasoning is usually a post hoc 

construction, generated after a (usually intuitive) judg-

ment has been reached,39 often influenced by erro-

neous factors.40 People exhibiting bias are typically 

unaware that they are doing so, and bias is often unin-

tentional.33,41,42 Educating people on unconscious bias 

often leads them to be convinced that other people are 

biased but that they themselves are not.29 Accordingly, 

strategies to encourage people to become less biased 

are usually not sufficient.

One program that had some success in reducing 

racial disparities was the 2006 Prosecution and Racial 

Justice Program of the Vera Institute of Justice. Pros-

ecutors collected and published data on defendant 

and victim race for each offense category and the 

prosecutorial action taken at each stage of criminal 

proceedings.43 These data exposed that similarly situ-

ated defendants of different races were treated differ-

ently at each stage of discretion: initial case screening, 

charging, plea offers, and final disposition. For instance, 

in Wisconsin, the data showed that prosecutors were 

charging Black defendants at higher rates than White 

defendants for drug possession. With this informa-

tion, the district attorney made an office policy to refer 

suspects to drug treatment rather than charging them 

in an attempt to reduce racial bias in charging. However, 

this approach requires a large investment from over-

burdened prosecutorial offices to collect and analyze 

their data to reveal trends in racial disparity. It also 

requires that individual prosecutors be motivated to 

consciously avoid bias or at least be motivated to appear 

unbiased.44,45 This motivation is often led by societal 

norms or public pressure regarding racial attitudes and 

inequality, which varies by jurisdiction. There presently is 

no complete solution to eliminate racial bias in prosecu-

torial decisions.

Blinding: An Alternative 
Approach to Managing Bias

An alternative way to manage bias is to acknowledge 

its existence and create institutional procedures to 

prevent bias from influencing important decisions. The 

psychologist Robert Rosenthal, a leading methodolo-

gist, concluded that the best way to reduce the chances 

of bias unconsciously affecting decision processes is 

to keep the process “as blind as possible for as long 

as possible.”46
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Blinding (or masking) to improve decisionmaking has 

a long history in different domains. For example, having 

musicians audition behind a screen decreased gender 

bias and increased the acceptance rate of women 

into symphony orchestras.47 In medical science, both 

subjects and researchers are, whenever feasible, kept 

unaware of who is in the treatment or control groups of 

clinical trials, in an effort to achieve unbiased results.48 

Meta-analyses have shown that such blinding reduces 

the number of false positives in science experiments.49,50 

Similarly, editors of scholarly journals routinely remove 

authors’ names and institutions from submissions so 

they can assess articles on their scientific merits alone.51 

Likewise, to avoid possible favoritism, some professors 

mask students’ identities on papers when grading.52

Blinding is already in use in other stages of the crim-

inal justice process. For example, lineups are widely 

acknowledged to be best conducted by an officer who 

does not know which person is the suspect, so as not 

to pollute the eyewitness’s perceptions.53,54 This practice 

of blind administration of lineups was originally highly 

controversial. Iowa State University professor Gary 

Wells first proposed implementing blinding of police 

to suspect lineups in 1988,55 although evidence of bias 

and erroneous identification had been accumulating 

for years before that. More than a decade later, in 1999, 

the U.S. Department of Justice published a set of best 

practices for conducting police lineups56 that excluded 

blind procedures (although it acknowledged that having 

investigators who did not know which person in the 

lineup was the suspect was desirable) because blinding 

“may be impractical for some jurisdictions to imple-

ment” (p. 9).56 Nevertheless, individual jurisdictions 

experimented with blind procedures.57 By 2014, the 

National Research Council recommended unreservedly 

that all lineups should be conducted with the benefits 

of blinding.58

Blinding has also been recommended for forensic 

scientists and other expert witnesses, so that attorneys 

for either side in a case do not influence and undermine 

their scientific expertise.32 More generally, the rules of 

evidence (which determine what is permissible in court) 

can be understood as an elaborate blinding procedure, 

designed to ensure that juries are not exposed to irrel-

evant or unreliable evidence, recognizing that for the 

purpose of assessing guilt, some factors are more preju-

dicial than probative.59

The Case for Blinded Prosecutors

The success of the long-standing practice of blinding 

in other contexts gives credence to our proposal that 

prosecutors should be blinded to the race of criminal 

defendants whenever possible. Prosecutors, like other 

professionals, cannot be biased by what they do not 

know. In addition to mitigating unconscious bias, the 

blinding of prosecutors also mitigates any conscious 

racism, which may infect some prosecutors.

Federal prosecutors already use a race-blinding 

procedure for death penalty decisions. The Department 

of Justice requires that attorneys on committees of 

capital cases (which determine death eligibility) review 

each defendant file only after information related to the 

race of the defendant has been removed.60 Only para-

legal assistants who collect statistics know the defen-

dants’ races. The question is how far this practice can 

and should be expanded. We believe there is potential 

for broader use of race blinding by other prosecutors. 

Prosecutors are a good target for race blinding given 

their substantial power and impact, particularly with two 

pivotal decisions: the filing of charges and the negotia-

tion of plea bargains.

Charging Decisions

Prosecutorial practice varies in different jurisdictions. 

For petty offenses, a prosecutor may make key deci-

sions in court while facing defendants, making blinding 

infeasible (unless that dynamic itself is reformed). In 

many jurisdictions, however, prosecutors do not see 

defendants in person when making initial charging deci-

sions; these are based on information provided in police 

dossiers, in which race could be redacted. In fact, the 

trend is for such information to be conveyed to prose-

cutors electronically, making it easier to filter the race 

information, perhaps automatically by electronic tools 

or by intermediaries. In either case, race information 

could be retained for other uses such as identification 

or demographic tracking. As the Department of Justice 

capital-case review committees show, some assistants 

can have access to a full criminal file while decision-

makers see only race-blind information.
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Plea Bargaining

Although defendants retain the ultimate choice about 

whether to accept any deal, the prosecuting and 

defense attorneys actually negotiate that deal, and 

the prosecutor need not be exposed to the race of 

the defendant. In some jurisdictions, plea bargaining 

happens at arraignments with defendants in the same 

room. But this practice is neither uniform nor neces-

sary. Thus, the two steps that are conclusive for the 

vast majority of cases—charging decisions and plea 

bargaining—can potentially be blinded to race.

Limitations, Challenges, and 
the Need for Pilot Testing

Although we argue for the value of race blinding proce-

dures, we acknowledge that there will be difficulties and 

limitations in implementing such a policy. Race should 

have no legitimate role in the vast majority of charging 

decisions. However, in rare situations, such as prosecu-

tions for hate crime, the race of an alleged perpetrator is 

relevant. In these cases, the necessary information can 

be provided to prosecutors.

For cases in which race is irrelevant, the blinding 

strategy will be effective at eliminating bias only to the 

extent that prosecutors are unable to infer race from 

other information available to them. Thus, it will be 

necessary to remove information that could reveal race, 

such as photos of a defendant; the defendant’s name;61 

and, in racially segregated communities, the defendant’s 

address. The practicalities of removing all race-related 

information could become complex. Further, race 

blinding may not be feasible if photos contain relevant 

information (such as defensive wounds on the defen-

dant’s skin) or eyewitness testimony describes a perpe-

trator’s race.

To prevent prosecutors from inferring race from the 

defendants’ names, court documents could instead iden-

tify defendants with assigned numbers (such as driver’s 

license numbers). That said, removing names may have 

other unintended effects, such as reducing empathy, 

leading to harsher decisions toward anonymous defen-

dants.62 An alternative approach would be the use of 

random race-neutral pseudonyms to achieve anonymity 

without erasing all trace that a person is involved.

The severity of punishment is a question for the legis-

lature. If race blinding succeeds, it levels the playing 

field for all by promoting equality, even if it decreases 

bias favorable to White defendants (often referred to as 

White privilege).63–65 Both unjustified leniency for Whites 

and unjustified harsher punishments for Blacks were 

revealed in 2015 by the U.S. Department of Justice Civil 

Rights Division’s investigation of the Ferguson (Missouri) 

Police Department. Of the many examples discussed in 

the report, one clearly highlighted the double standards: 

Whites were more likely to have citations, fines, and 

fees eliminated by city officials, whereas Blacks were 

punished for the same minor transgressions with expen-

sive tickets and judgments punishing their perceived 

lack of personal responsibility (pp. 74–75).66 That said, in 

other contexts, punishments may be harsher for Whites 

than for Blacks.17 Blinding may create racial equity for 

both Black and White defendants.

Given that race blinding may not be feasible in some 

situations, may fail, or may have unintended conse-

quences, the best path forward is to pilot-test this inter-

vention and gauge its effectiveness. Pilot testing would 

allow researchers to uncover (and perhaps creatively 

address) challenges in the practical implementation of 

race blinding; evaluate on a smaller scale the precise 

impact, success, and value of race blinding; and expose 

any potential unintended consequences.33,67–69 Sequen-

tial rollouts in different jurisdictions are also valuable, as 

they allow for continued monitoring and assessment in 

varying contexts.

In theory, prosecutors could be blinded to other 

information that may activate biases, including the 

race of the victim or the gender of the defendant or 

victim. These reforms should be considered on their 

own merits, including whether empirical evidence 

demonstrates that these variables are biasing prosecu-

torial decisions in a systematic fashion that is irrelevant 

to the proper application of the law. These consider-

ations would also apply to whether blinding could be 

expanded to other decision-makers, including defense 

attorneys, judges, juries, and parole boards.

Impact and Cost Effectiveness

The need to eliminate race bias in prosecution is urgent. 

Racial biases can substantially distort decisions,61,70 and 

prosecutorial bias alone leads to a substantial increase 
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in the duration and severity of punishment for minori-

ties. A study using 222,542 cases in New York County 

during 2010–2011 found that Black defendants were 

10% more likely to be detained pretrial compared with 

White defendants charged with similar crimes, and 

they were 13% more likely to receive offers of prison 

sentences during plea bargaining.71 Given that a pros-

ecutor typically handles dozens of felonies and over a 

hundred misdemeanors per year,72 the impact of racial 

bias is compounded. Approximately 27,000 state pros-

ecutors deal with 2.9 million felony cases per year, and 

6,075 federal prosecutors secure 82,000 convictions 

per year, not to mention the millions of prosecutorial 

decisions that are made on misdemeanor charges.73,74 

Two-thirds of those convicted of a felony go to prison, 

and the average sentence is about five years,75 at a cost 

of $25,000 per prisoner per year.76 Therefore, given that 

prosecutors are responsible for hundreds of person-

years of incarceration annually and thus millions of 

dollars of public money, even a marginal reduction in 

bias may have a substantial effect.

These numbers have an impact that extends beyond 

the direct experiences of people sentenced to do time. 

As The Pew Charitable Trusts reported in 2010, the 

income of households and the educational success 

of children in those households decline when parents 

are put in jail.77 The tangible and intangible costs to 

the prisoners, their families, and the broader society 

are tremendous.

Successfully blinding prosecutors to defendants’ 

race may also improve the perceived legitimacy of 

prosecutorial decisions, which may enhance compli-

ance with the law.78 As important as anything else, it 

would advance some of the fundamental goals of our 

government: the equal treatment of all citizens and 

justice for all.

A New Standard: Blinding Prosecutors 
to Defendants’ Race

If race blinding proves to be effective after pilot testing, 

we recommend that local and state prosecutors and 

the federal Department of Justice adopt race blinding 

as a uniform practice. We recommend that national 

and statewide associations of prosecutors (for example, 

the National District Attorneys Association), as well as 

broader organizations such as the American Bar Asso-

ciation (ABA), support implementation of the reforms. 

Furthermore, we recommend that this imperative be 

written into ethical codes and guidelines, such as the 

U.S. Attorneys’ Handbook Chapter 9-27.000 (USAM) 

and Rule 3.8 of the ABA Model Rules of Professional 

Conduct (1983). Our reform also relies on the ethical 

behavior of attorneys, police, and other intermedi-

aries who would not leak the race of the defendant to 

prosecutors. Adoption of this norm into the current 

ethical code could build on the current norms of 

confidentiality.

Race disparities pervade criminal justice decision-

making in America. Among criminal-justice actors, the 

decisions of prosecutors are the least reviewable, are 

exercised with the most discretion, and are impactful. 

Blinding has been used as a tool to reduce gender 

and race discrimination in many fields, and its value 

is grounded in empirical evidence. We believe that 

blinding prosecutors to a defendant’s race wherever 

feasible is a timely and important proposal.

We acknowledge that there will be practical imple-

mentation challenges and risks. Our primary aim with 

this proposal is to instigate a discussion on the merits 

and drawbacks of blinding prosecutors to race and 

to encourage pilot tests. The Department of Justice 

demonstrated the feasibility of race blinding for federal 

prosecutors60 and state prosecutors could follow suit 

with similar procedures for their own death penalty 

cases. Expanding race blinding to other prosecutorial 

decisions may seem impractical; but, if the history of 

blind police lineups is any guide,55 the jurisdictions most 

committed to racial equality and behaviorally informed 

policymaking will prove otherwise.
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The White House Social & 
Behavioral Sciences Team: 
Lessons learned from year one

William J. Congdon and Maya Shankar

abstract. On September 15, 2015, President Obama signed Executive 

Order 13707 titled “Using Behavioral Science Insights to Better Serve the 

American People.” The order directs federal agencies to integrate behavioral 

insights into their policies and programs and formally establishes the Social 

and Behavioral Sciences Team (SBST). Originally launched in 2014, SBST 

translates insights from behavioral science research into improvements 

in federal policies and programs. In its first annual report, SBST detailed 

results from projects that drew on behavioral insights to promote retirement 

security, expand college access and affordability, connect workers and 

small businesses with economic opportunities, improve health outcomes, 

and increase program integrity and government efficiency. The results of 

SBST projects offer important lessons for bringing a behavioral perspective 

to federal policy. The executive order provides a framework for future 

policy applications.

In 2014, the White House Office of Science and Tech-

nology Policy created the Social and Behavioral 

Sciences Team (SBST) to translate research findings andi 

methods from the social and behavioral sciences into 

improvements in federal policies and programs for the 

benefit of the American people. Building on SBST’s first 

year of work, President Obama signed Executive Order 

13707, “Using Behavioral Science Insights to Better Serve 

the American People,” on September 15, 2015.1 The 

order directs federal agencies to integrate behavioral 

Congdon, W. J., & Shankar, M. (2015). The White House Social & 
Behavioral Sciences Team: Lessons learned from year one. Behavioral 
Science & Policy, 1(2), pp. 77–86.

insights into their policies and programs and formally 

establishes SBST.

The third paragraph of Executive Order 13707 

perhaps best articulates SBST’s goals:

To more fully realize the benefits of behav-

ioral insights and deliver better results at 

a lower cost for the American people, the 

Federal Government should design its 

policies and programs to reflect our best 

understanding of how people engage with, 

participate in, use, and respond to those 

policies and programs. By improving the 

effectiveness and efficiency of Government, 

report
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behavioral science insights can support a 

range of national priorities, including helping 

workers to find better jobs; enabling Ameri-

cans to lead longer, healthier lives; improving 

access to educational opportunities and 

support for success in school; and acceler-

ating the transition to a low-carbon economy.

SBST strives to achieve these goals by identifying federal 

policy and program objectives that depend on the 

decisions or actions of individuals. It then leverages 

insights from behavioral science research to redesign 

those policies and programs accordingly. Successful 

SBST projects to date demonstrate that behavioral 

science research can help government programs better 

serve Americans.

SBST projects have implications for policymakers 

throughout government, as well as for behavioral 

science researchers in academia and elsewhere. By 

virtue of its wide array of programs and the scale at 

which those programs operate, the U.S. federal govern-

ment is in a unique position to realize the potential 

social payoffs from behaviorally informed policymaking. 

Policymakers, program administrators, and behavioral 

science researchers all share a stake in the success of 

this initiative.

Results from SBST’s initial projects offer some early 

lessons for developing behavioral applications to federal 

policy. Below, we explore a few of those lessons. We 

also expand upon the framework of Executive Order 

13707, which builds on some of the early work and 

provides direction for future policy applications of 

behavioral science research.

Lessons from SBST’s First Year of Work

SBST’s first year was a demonstration of proof of 

concept. The goal was to show that the federal govern-

ment could launch a coordinated effort that effec-

tively applied behavioral science insights to a range 

of federal government programs. In September 2015, 

SBST released its first annual report, which detailed the 

results of a set of initial projects that drew on behav-

ioral insights. These projects helped promote retire-

ment security, expand college access and affordability, 

connect workers and small businesses with economic 

opportunities, improve health outcomes, and increase 

program integrity and government efficiency.2 (See 

Table 1 at the end of this article for brief descriptions of 

the projects.) Several important lessons emerged from 

this initial portfolio of collaborations, including those 

illustrated by the four case studies described below.

The Case for Change Is Cumulative

In its first year, SBST focused on executing projects in 

which behavioral insights could be embedded directly 

into programs at a low cost and potentially generate 

immediate, quantifiable improvements in program 

outcomes. Given the short time frame, most large 

policy design features, such as default settings of policy 

choices, were taken as fixed. That said, these quick, 

small-scale projects set the stage for larger projects and 

collaborations down the line.

A sequence of collaborations with the Department 

of Defense (DOD) promoting retirement security illus-

trates this point. In 2014, only 42% of active duty service 

members—compared with 87% of civilian federal 

employees—were enrolled in the Thrift Savings Plan 

(TSP), the federal government’s workplace savings 

program. One likely cause for this difference is that 

the federal government automatically enrolls civilian 

employees in TSP, but has not done so with service 

members (a practice due to change in 2018).

Given the extensive body of behavioral science 

research that addresses retirement savings, SBST iden-

tified this policy area as a ripe opportunity to apply 

behavioral insights.3,4 To quickly demonstrate the impact 

of behavioral insights on DOD programs and to gain 

momentum in support of future large-scale efforts, SBST 

and DOD looked first for a chance to rapidly implement 

a low-cost, quantifiable behavioral intervention.

SBST identified one such opportunity in December 

2014, when DOD indicated that it planned to send out 

an e-mail notice to approximately 140,000 service 

members enrolled in a Roth TSP, a type of TSP plan. 

The notice alerted service members of a change in 

the online military pay system that would require them 

to reenroll in their Roth TSP in January 2015 to avoid 

having their contributions suspended indefinitely. SBST 

worked with DOD to leverage behavioral insights to 

redesign the notice and to embed a low-cost, random-

ized evaluation into a broader outreach campaign. The 

redesigned version of the e-mail emphasized the New 

Year as a chance for service members to make a fresh 

start with their finances, clarified the steps needed to 
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complete the reenrollment process, and encouraged 

action to avoid losing the chance to contribute savings.5

Within one week of the e-mails being sent, the 

redesigned e-mail using behavioral insights led to a 

5.2-percentage-point increase (from 23.5% to 28.7%) 

in reenrollments in the Roth TSP relative to the orig-

inal notice. On the basis of this result, DOD scaled up 

the effective behavioral messaging in follow-up email 

messages to all service members that encouraged them 

to act before the reenrollment deadline.

More important, on the basis of this initial pilot study 

and its demonstration that behavioral insights were 

a low-cost, effective tool for supporting DOD’s goal 

of service member financial security, DOD entered 

into a larger-scale, multiyear collaboration with SBST. 

Over the course of 2015, DOD and SBST collaborated 

on two additional projects. The first was a pilot study 

that prompted service members not enrolled in TSP 

to make a yes or no choice about whether to sign 

up for TSP during an orientation briefing upon their 

arrival at a new military base. This pilot study led to a 

significant boost in TSP enrollments.4 The second was 

an e-mail campaign that sent approximately 720,000 

nonenrolled service members messages about TSP that 

were designed using behavioral insights: these insights 

included framing the decision to enroll as a choice 

between two options (“Yes, I want to enroll” or “No, I do 

not want to enroll”) and charting out clear action steps 

for enrolling.6 In this campaign, messages informed by 

behavioral insights led to roughly 4,930 new enroll-

ments and $1.3 million in savings in just the first month 

after the messages were sent.

On the basis of the success of these efforts, SBST and 

DOD continue to expand the scope of this work. DOD 

has committed to applying insights from the military 

base pilot study to bases and installations across the 

country with higher troop concentrations. Moreover, 

DOD now sends service members periodic e-mails 

informed by behavioral insights about the benefits of 

TSP. (In an action independent of the efforts described 

above, Congress in 2015 passed legislation that will 

require that new service members be automatically 

enrolled in TSP beginning in 2018.)

Pilot Studies Are Only Starting Points

Although SBST conducts much of its work as empirical 

projects, research is not its end goal. Demonstration 

projects and evaluations are merely ways to identify 

whether an intervention has an effect and to develop 

evidence for how to better design programs and poli-

cies. Ensuring that policies and programs incorporate 

the lessons of those empirical projects requires inde-

pendent attention and effort.

A project with the General Services Administration 

(GSA) demonstrates this point. When the government 

purchases goods and services from vendors under 

certain contracts, those vendors are required to do two 

things: first, report those sales to the government and, 

second, pay a small fraction of their reported sales to 

the federal government as an administrative fee known 

as the Industrial Funding Fee (IFF).

To promote more accurate self-reporting of the 

sales and, consequently, more accurate payments of 

the IFF, SBST and GSA introduced a required signature 

box at the top of an online payment form for a random 

sample of roughly 18,000 contractors. The signature 

box asked contractors to confirm the truth and accu-

racy of the information they were about to report. This 

intervention is based on research showing that requiring 

people to sign their names to confirm the accuracy of 

self-reported statements at the top of a form can reduce 

self-reporting errors.7

Results demonstrated that the signature box at the 

top of the form was effective. The median self-reported 

sales amount was $445 higher for vendors signing at the 

top of the form compared with those vendors who were 

not required to make this confirmation. The combined 

amounts collected totaled $28.6 million from those for 

whom the confirmation was required, compared with 

$27.0 million from those for whom it was not. In other 

words, by introducing the signature box, the federal 

government collected an additional $1.59 million in fees 

in a single quarter.

Although this was an exciting result, crucially, the 

work of SBST did not end there. SBST continued its 

collaboration with GSA to help bring this pilot study’s 

result to scale. GSA is now making permanent changes 

to the online form to incorporate a signature box so 

that it can achieve improved IFF program integrity on an 

ongoing basis.

Testing Is Feasible, Effective, and Informative

At its core, SBST’s mandate is one of translation: 

using promising research findings to create pragmatic 
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program solutions. But designing optimal ways to 

communicate with the public, to structure choices and 

incentives, and to help qualifying individuals access 

public programs is not as simple as reviewing the scien-

tific literature and implementing its findings. Decades of 

behavioral research has shown that the ways in which 

individuals respond to program details, such as the 

presentation of information or the structure of choices, 

is highly context specific.

As a result, any effort to translate behavioral research 

to policy will benefit from frequent evaluation and 

feedback. Whenever possible, SBST works with agen-

cies to rigorously test the impact of behavioral insights 

on program outcomes before implementing them 

widely. In this way, SBST can learn about what works, 

what works best, and what does not work. Moreover, 

because agencies can often embed these tests directly 

into their programs and evaluate impacts using existing 

administrative data, the tests can be relatively quick and 

inexpensive.8,9 Two null results from projects in SBST’s 

first year illustrate the importance of this approach. In 

both cases, SBST and agency collaborators leveraged 

research showing that highlighting the contrast between 

the actions of an individual and the social norm (how 

most people act) can successfully prompt action.10,11

In one project, SBST worked with the Department 

of the Treasury’s Debt Management Service (DMS) to 

increase collections from individuals with outstanding 

nontax debt. Individuals might incur this type of debt by, 

for example, failing to repay Medicare for an overpay-

ment they received. SBST and DMS redesigned DMS’s 

standard collection letter to include simplified language, 

a shortened web address for making online payments, 

a personalized salutation, and a prominent reference to 

the total amount owed in the letter’s opening line. It also 

included an accurate statement that 91% of Americans 

pay their debts on time (appealing to a social norm of 

timely payments).12

DMS sent approximately 21,000 letters to debtors. 

There was no observed difference in payment rates 

between those who were sent the redesigned collection 

letter and those who were sent the standard collection 

letter. The age and status of this debt may have been 

contributing factors. Recipients of these letters were 

already 180 days or more behind in their payments.

The second project involved the Centers for Medi-

care and Medicaid Services’ (CMS’s) efforts to combat 

inappropriate drug prescribing. Drawing again on social 

norms, SBST and CMS produced a letter sent to a subset 

of providers with unusually high billing patterns for 

Schedule II prescriptions such as opioids. Each letter 

compared the recipient’s prescribing rates with those 

of his or her peers and provided educational informa-

tion about proper prescribing practices. No measurable 

impact on prescription rates was seen over the 90 days 

after the letter was mailed.13 On the basis of this finding, 

CMS and SBST are implementing additional approaches 

to reducing overprescribing that will alter the design, 

timing, and frequency of the government’s letters.

Results Build Evidence for Broader Changes

To serve its mission, SBST ensures its projects always 

include the goal of supporting broader conclusions 

about ways to improve the operations of government, 

the administration of federal programs, or the design of 

federal policies. This goes beyond simply applying the 

direct results of a test to a program or adopting inter-

ventions that work and abandoning those that do not. In 

many cases, the success or failure of a particular interven-

tion can inform decisions about broader policy changes.

One example comes from a project with the Depart-

ment of Veterans Affairs (VA). The goal was to expand 

veterans’ access to benefits designed to help service 

members successfully reintegrate into civilian society. 

Through its Chapter 36 benefits program, the VA offers a 

variety of education, training, and job placement services.

SBST worked with the VA to increase awareness and 

participation in this benefits program with low-cost 

informational e-mails. The VA sent veterans either one 

of two e-mails or no e-mail (the business-as-usual 

practice).14,15 One e-mail highlighted veterans’ eligi-

bility for the benefit; the other e-mail highlighted that 

veterans had earned the benefit through their years of 

service. The e-mail emphasizing that the benefit was 

earned led to more action; nearly 9% more veterans 

who received it clicked through to the benefit applica-

tion than did those who received the e-mail that simply 

emphasized that they were eligible.

Still, the number of benefit applications that veterans 

filled out remained quite low. Between November 2014 

(when the e-mails were sent) and March 2015, only 

146 veterans (0.3% of the people who received e-mails) 

applied for Chapter 36 benefits. The results suggest that 

barriers to enrollment in the Chapter 36 benefit program 

lie elsewhere and that more extensive changes may be 
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necessary to promote access to these benefits. Results 

such as these can compel deeper analysis into the true 

barriers that may limit access to or effective engage-

ment with government programs.

Even in instances where a light-touch intervention 

is effective, SBST results can suggest potentially more 

ambitious changes to program and policy designs. For 

example, if prompting service member enrollment in 

a retirement savings plan at key points during service 

member careers can significantly boost participation, 

what might that mean for how access to that plan 

should be designed in the first place? If a single infor-

mational e-mail can help individuals choose a student 

loan repayment program, what might this suggest about 

how best to structure that choice set? Through small 

changes to program administration, the impacts of SBST 

projects point to broader opportunities for policymakers 

to use behavioral insights to achieve policy goals across 

the federal government.

Future Directions under the Executive Order

In addition to the directives described above, Executive 

Order 13707 provides a high-level framework for iden-

tifying elements of policies, programs, and operations 

where behavioral insights might strongly contribute to 

desired policy outcomes.16–20 This framework provides a 

point of departure for policymakers who seek to apply 

research insights from behavioral science to current 

policy challenges. In doing so, it also provides a poten-

tially instructive point of reference to behavioral science 

researchers outside of government regarding avenues 

of investigation or research questions that are most 

directly and immediately policy relevant. Below we 

elaborate on how SBST interprets this framework.

Rules and Procedures Governing Access to Programs

The order encourages agencies to “identify opportuni-

ties to help qualifying individuals, families, communities, 

and businesses access programs and benefits” (see 

reference 1, section 1[b][i]). Behavioral science research 

demonstrates that seemingly small barriers to program 

access—such as lengthy or complex applications—can 

limit participation in programs by eligible individuals.21

Further, a behavioral perspective suggests that 

complex eligibility criteria may in some instances 

impose costs to program access that outweigh the 

benefits of improved targeting efficiency. For example, 

research indicates not only that the complexity of the 

application for federal student aid deters some students 

from enrolling in college.22 It also provides evidence that 

basing aid determinations on less information about 

financial aid applicants would have modest effect on 

the program’s goal of providing aid to people who need 

it most.23 Together these results provide important 

evidence regarding the optimal design not just of the 

application process, but also of the underlying eligibility 

criteria that determine student aid amounts.

The order’s emphasis on access also highlights the 

value of research examining behavioral determinants 

of participation in federal programs. The success and 

impact of the policy applications of research on finan-

cial aid applications and retirement plan participation 

follow, in part, from the direct policy relevance of 

that research.22,3

Provision of Information

Agencies are encouraged to “improve how informa-

tion is presented to consumers, borrowers, program 

beneficiaries, and other individuals” (see reference 1, 

section 1[b][ii]). Many federal policies provide, require, 

or set standards for the provision of information to the 

public to help inform individual decisions. A behavioral 

perspective emphasizes the importance of presenting 

information in ways that are meaningful to individuals 

and allow for the effective use of that information.

For this reason, research into how behavioral factors 

interact with the content and presentation of infor-

mation provided or regulated by federal agencies is 

valuable for policy. To take one example, research 

shows that individuals are better able to form accu-

rate judgments about automotive fuel efficiency when 

information is presented as gallons per mile rather than 

miles per gallon. This research has directly informed 

the design of the sticker required by the Environmental 

Protection Agency on new cars.24, 25

Presentation and Structure of Choices 

Offered by Programs and Policies

The order encourages agencies to “identify programs 

that offer choices and carefully consider how the 

presentation and structure of those choices . . . can 

most effectively promote public welfare” (see reference 
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1, section 1[b][iii]). In situations where federal programs 

offer individuals choices, a behavioral perspec-

tive emphasizes how contextual factors, such as the 

complexity of choices or the number of options, are 

likely to influence decisions.26

Behavioral insights can address important issues 

related to program choice not just by simplifying the 

presentation of or assisting with those choices, but 

also by streamlining the number of options or the 

dimensionality of choice attributes. Behavioral insights 

can also help in situations where individuals are not 

presented with explicit menus of program choices 

but still have options in how they use programs—for 

example, the choice of when to claim a benefit.

The order’s emphasis on choice also highlights the 

value of continued behavioral science research on the 

construction of choice sets and the presentation of 

choices in federal programs. Examples include research 

on choices among health insurance plans offered by 

programs such as Medicare27,28 or research exploring 

how people choose when to claim retirement benefits 

in Social Security.29

Use of Incentives to Achieve Policy Objectives

Finally, agencies are urged to “review elements of their 

policies and programs that are designed to encourage 

. . . specific actions, such as saving for retirement 

or completing education programs” (see reference 

1, section 1[b][iv]). A central insight from behavioral 

science is that individuals do not respond to finan-

cial incentives as neatly as predicted by, for example, 

standard economic theory.30,31 In addition, individuals 

respond, sometimes strongly, to nonprice or nonfinan-

cial incentives.17,32

Behavioral insights point to how the salience, struc-

ture, and timing of financial incentives can mediate their 

effectiveness.33 In addition, research from behavioral 

science reveals instances when nonfinancial incen-

tives may be more effective or efficient than financial 

incentives. For example, research has shown that auto-

matic enrollment is, in some contexts, more effective at 

encouraging savings in retirement savings plans than tax 

incentives are.34

The order’s emphasis on incentives also highlights 

the value of research aimed at understanding behavioral 

responses to the incentives created by federal policies. 

One example is research demonstrating that some indi-

viduals may be more responsive to tax incentives to save 

for retirement if the benefit is structured as a match to 

savings rather than as a tax credit.35,36

Next Steps for Program Officials, 
Researchers, and Policymakers

SBST’s work to date has produced improvements in 

outcomes across a range of federal policy areas. But in 

many ways, it illustrates just how much more work there 

is to be done, by researchers and policymakers alike, 

before the sustained translation of behavioral science 

insights into federal policy reaches its full potential. 

Identifying and realizing these broader applications will 

be ongoing work and involve the continued and collab-

orative engagement of program officials, policymakers, 

and researchers.

For program officials who are working to apply 

behavioral insights at various levels of government, 

the lessons of SBST’s first year are possibly instructive: 

Quick proof-of-concept work can build momentum for 

larger efforts, but lasting program and policy changes 

remain the end goal for this initiative. Agency officials 

may find it especially productive to look for opportu-

nities to apply behavioral science insights to improve 

outcomes when they are administering or implementing 

rules that govern program access, offer choices, present 

information, or provide incentives.

For researchers, the framework laid out by the 

executive order provides a view into the elements of 

federal policies and programs where behavioral science 

research is likely to be most immediately and directly 

relevant. In this context, the order suggests questions 

for future research. For example, what can behavioral 

science teach policymakers about how to ensure that 

income-support programs reach their intended bene-

ficiaries efficiently? How should policymakers provide 

consumers with information that help them make ener-

gy-saving choices among appliances, automobiles, or 

homes? How can we most effectively structure choices 

for borrowers among student loan repayment plans? 

The list of open questions remains long.

Researchers should also continue to seek oppor-

tunities to work with the federal government directly 

on applications of their research to policy. The order 

calls on agencies to both “recruit behavioral science 
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Table 1. Results from the Social and Behavioral Sciences Team 2015 Annual Report

Project Description Result

Service member 
Thrift Savings 
Plan (TSP) 
enrollment 
campaign
 

To promote participation in TSP, a workplace savings 
plan, SBST and the Department of Defense (DOD) 
launched an e-mail campaign. The DOD sent 
approximately 720,000 not-enrolled service members 
one of nine e-mails, with messages that applied various 
behavioral insights such as framing the decision to enroll 
as a choice between two options (“Yes, I want to enroll” 
or “No, I do not want to enroll”).6

Compared with no message, the most effective message 
nearly doubled the rate at which service members 
signed up for TSP. E-mails informed by behavioral 
insights led to roughly 4,930 new enrollments and $1.3 
million in savings in just one month. DOD is scaling up 
this intervention by sending periodic e-mails informed 
by behavioral insights to service members about the 
benefits of TSP.

TSP enrollment 
on base

To further promote saving, SBST and DOD prompted 
service members to make a yes or no choice about 
whether to contribute to TSP during an orientation 
briefing upon their arrival at a new military base. This 
intervention drew on research finding that asking 
employees to actively choose whether to participate in 
workplace savings plans can increase enrollment.4

The number of service members enrolling in TSP 
increased during the prompted-choice pilot study: 8.7% 
of nonenrolled service members enrolled, compared 
with 2.9% on average at three comparison bases and 
4.3% during comparison periods at the pilot study’s 
base. On the basis of that success, DOD intends to 
apply insights from this pilot study across bases and 
installations with higher troop concentrations. 

Roth TSP 
reenrollment 

To assist nearly 140,000 service members who were 
required to reenroll in their Roth TSP to continue 
making contributions, SBST and DOD redesigned an 
e-mail that alerted service members to the requirement 
to reenroll, incorporating behavioral insights such 
as emphasizing the new year as a chance for service 
members to make a fresh start.5

The redesigned e-mail led 22% more service members 
to reenroll in TSP within a week—3,770 more 
reenrollments than among those sent a standard 
message. On the basis of this result, DOD immediately 
scaled up the successful messaging in subsequent 
outreach efforts to remind service members to reenroll 
in TSP. 

Curbing 
college 
enrollment 
summer melt

To help students enroll in college, SBST and the 
Department of Education’s office of Federal Student 
Aid (FSA) provided technical expertise to researchers 
and the nonprofit uAspire on the crafting of messages 
notifying high school graduates accepted to college 
of tasks required for matriculation. This trial built on 
prior work showing that sending students low-cost text 
message reminders to complete such tasks can curb 
summer melt.37

A series of eight personalized text messages to 
low-income students reminding them to complete the 
required tasks led to a 5.7-percentage-point increase in 
college enrollment, from 66.4% to 72.1%.  

Student loan 
payment 
reminders

To help federal student loan borrowers repay those 
loans, SBST and FSA sent a reminder e-mail to over 
100,000 borrowers who had missed their first payments. 
Research from other contexts suggests that low-cost 
reminders of this nature can help individuals make 
payments.38–40

In the first week after it was sent, the reminder e-mail 
led to a 29.6% increase in the fraction of borrowers 
making a payment, moving the total from 2.7% to 3.5%.

Income-driven 
student loan 
repayment 

To increase awareness of income-driven repayment 
(IDR) plans among student loan borrowers, SBST and 
FSA sent an informational e-mail about IDR plans to 
more than 800,000 borrowers who had fallen behind 
on payments. This project built on research finding that 
timely notices increase the use of benefits such as tax 
credits.41

The low-cost, timely message led to a fourfold increase 
in applications for IDR plans, with 4,327 applications for 
IDR plans made within 20 days of the e-mail being sent.  

Education 
and career 
counseling 
veterans 
benefits 

To increase veterans’ use of education and career 
counseling benefits, SBST and the Department of 
Veterans Affairs sent notices informing veterans of their 
benefits and the steps needed to apply.

Highlighting that the veterans had earned the benefits 
led nearly 9% more veterans within the sample to 
access the application for the benefits.14,15 

Microloans for 
farmers 

To improve economic outcomes for small-scale 
and specialized farmers, SBST and the United States 
Department of Agriculture (USDA) collaborated on 
a campaign to increase knowledge and use of loan 
options.

Farms that were sent a personalized letter with a 
customized set of action steps for applying for a 
microloan were 22% more likely to obtain a loan, 
increasing from 0.09 to 0.11%. 

(continued)
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Project Description Result

Federal health 
insurance 
marketplace 
enrollment 

To assist individuals and families with obtaining health 
insurance, SBST and the Department of Health and 
Human Services (HHS) sent one of eight behaviorally 
designed letter variants to each of more than 700,000 
individuals who had already begun but not completed 
the enrollment process. The letters varied behavioral 
dynamics, including action language, an implementation 
intention prompt, a picture, social norm messaging, a 
pledge, and loss aversion.10,42–44

Those sent the most effective version of the letter were 
13.2% more likely to enroll in health insurance than were 
those not sent a letter, with enrollment rates of 4.56% 
and 4.03%, respectively.

Industrial 
funding fee 
reports

To improve the accuracy of sales figures self-
reported by vendors selling goods and services to 
the government, SBST and the General Services 
Administration (GSA) redesigned an online data-entry 
form to include a signature box at the top of the page 
where a user had to confirm the accuracy of self-
reported sales. This intervention was based on research 
finding that a confirmation entered at the beginning of a 
form reduces self-reporting errors.7

Because vendors pay the federal government a small 
fee based on those sales reports, introducing this box 
led to an additional $1.59 million in fees collected 
within a single quarter. On the basis of this result, GSA is 
making permanent changes to the form to incorporate 
a signature box.  

Delinquent 
debt repayment

To increase debt recovery from individuals with 
outstanding nontax debt, SBST worked with the 
Department of the Treasury’s Debt Management Service 
(DMS) to redesign a collection letter. On the basis of 
recent research from the United Kingdom showing 
that social comparisons can increase tax collection 
revenues, the new letter highlighted the fact that 91% of 
Americans pay their debts on time.11,12

No difference in payment rates was observed, but 
changes such as shortening the web address for making 
an online payment led 45% more individuals to pay 
online, representing an increase from 1.5% to 2.2%. 
DMS has permanently shortened the web link in the 
collection letter.  

Letters to 
controlled-
substance 
prescribers 

To reduce inappropriate prescribing of controlled 
substances, SBST and HHS’s Centers for Medicare 
and Medicaid Services (CMS) sent providers with 
unusually high billing patterns a letter comparing their 
prescribing rates with prescribing rates of their peers. 
Educational information about proper prescribing 
practices was included. This intervention was based on 
research showing that physicians respond to normative 
messages, for example, receiving feedback on their 
vaccination rates relative to those of their peers.45

No measurable impact was seen on prescription rates.13  

Moving 
Treasury 
accounts 
online

To determine if letters could encourage security holders 
to transfer accounts to an online platform, SBST 
collaborated with the Department of the Treasury’s 
Bureau of the Fiscal Service to design outreach to 
account holders.

Letters that included a personal appointment made 
with a call center led to 23% higher call-in rates than 
standard letters did, representing an increase from 
10.6% to 13.0%. The default appointment intervention 
builds on behavioral science research finding that 
individuals are more likely to follow through on plans 
that identify specific moments of action.46 Account 
conversion rates remained low for both groups, 
however. 

Tenant 
satisfaction 
survey 

To increase response rates to a workplace survey that 
is used to determine federal office space management 
strategies, SBST and the GSA incorporated behavioral 
insights into the timing and messaging of e-mails 
announcing the survey.

Among other findings, e-mail click rates were highest 
at lunchtime, with 15.3% of e-mails sent at 11:55 a.m. 
resulting in recipients clicking through to the survey, 
compared with 13.3% click-through from the 8:55 a.m. 
letters. 

Double-sided 
printing

To encourage double-sided printing, SBST and the 
USDA’s Economic Research Service (ERS) created a 
dialog box that asked employees to change their default 
printer setting to double-sided after employees had 
initiated a single-sided print job.

This prompt increased the likelihood of double-sided 
printing by 5.8 percentage points, from a baseline of 
46%. On the basis of this finding, ERS plans to change 
the default setting of all printers to double-sided.  

The SBST 2015 report is available at https://sbst.gov/assets/files/2015-annual-report.pdf

Table 1. Results from the Social and Behavioral Sciences Team 2015 Annual Report (continued)
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experts” and to “strengthen agency relationships with 

the research community” (see reference 1, section 1[a]

[iii–iv]). SBST is eager to foster relationships and collab-

orations between agencies and the behavioral science 

research community. Direct engagement with agencies 

and programs is often the best way for researchers to 

understand the details of programs and identify feasible 

behavioral recommendations.

For policymakers, the work of SBST and the execu-

tive order point to the potential for still broader social 

impact. Policy applications of behavioral insights 

to date, as illustrated by the examples above, have 

been primarily retrospective. They involve reviewing 

existing programs through a behavioral science lens 

and updating programs and policies to reflect recent 

advances from the field. Going forward, this work 

should be done on a more prospective basis: Behavioral 

science findings and methods should be incorporated 

into policy design as policies are being developed so 

that they reflect those insights from the start. In other 

words, much work remains to be done.
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