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Welcome back to the pages of Behavioral Science & Policy, which promotes the thoughtful application of rigorous behavioral science to policy and practice in ways that serve the public interest. The current issue features contributions that cluster around three topics: choice architecture, public health, and organizational policies.

Our first two articles explore ways to enhance the effectiveness of different forms of choice architecture.

As applications of nudging spread around the world, choice architects have begun to examine the heterogeneous effects of interventions on targeted individuals. For instance, a hospital administrator may wish to decrease the prescription of potentially addictive opioids by programming an electronic medical record system to set the default order to 10 pills. Although this default is likely to reduce the number of pills prescribed by physicians who would normally prescribe more liberally, it may also have the unintended effect of increasing the number of pills prescribed by a physician who would normally prescribe more conservatively. More generally, when policymakers are confronted with ordered sets of options (such as the proportions of income employees set aside for retirement), they face a dilemma of where to set a one-size-fits-all default to maximize overall impact. John Beshears, Richard T. Mason, and Shlomo Benartzi address this question by showing how choice architects can model the impact of defaults on the distribution of latent preferences in a population (that is, choices made the absence of a preset default) and calibrate these models to determine what the optimal default might be.

A second case in which well-meaning nudge policies can have potentially unintended consequences involves warning labels. For instance, regulators in the United Kingdom require operators of online gambling games (for example, roulette and slot machines) to post information for consumers about the average loss from each gamble. However, operators are given considerable discretion in how to interpret and implement these mandates. Philip W. S. Newall, Lukasz Walasek, Elliot A. Ludvig, and Matthew J. Rockloff report that operators tend to present such warning labels in ways that render them systematically less useful to consumers than regulators intend them to be. For instance, average loss statistics are almost always reported as the percentage of staked money paid out in winnings, a “return-to-player” framing that has been shown to be confusing to consumers, rather than the more understandable “house-edge” framing, which indicates what the house keeps. Moreover, the authors note that these warning labels tend to be difficult for consumers to access, buried in wordy information statements, and presented in small and nondistinctive fonts. The authors conclude with recommendations for regulators to help enhance the impact of warning labels.

As the COVID-19 pandemic transitions to an endemic phase, it is important to take stock of lessons from behavioral science research for managing future health crises. Two articles in this issue are novel entries for this literature (for more on this topic, see the second issue of Volume 6 of Behavioral Science & Policy, from fall 2020).

One stubborn challenge for managing pandemics and other disease outbreaks is persuading people to get vaccinated against them. Adi Berliner Senderey, Reut Ohana, Shay Perchik, Ido Erev, and Ran D. Balicer present the results of a large-scale field study in which several hundred thousand Israelis received a text message reminding them to get vaccinated. The text consisted of either (a) a simple (control) message, (b) a message that invited them to join the large number of vaccinated citizens (designed to leverage the social norm as an influence tactic), or (c) a message citing research on the health benefits of the vaccine. Both experimental messages substantially increased vaccination rates over the subsequent eight days. Interestingly, the health benefits message was slightly (but reliably) more effective than the social norm message in this situation. Although these results may or may not generalize to different
populations or for different vaccines, this study could provide a promising starting point for future vaccination efforts.

Ilana Ritov and Stephen M. Garcia take on a challenging topic that troubled health care administrators early in the pandemic and during the omicron surge: How should the limited number of ventilators be allocated to a growing number of very sick patients? There is broad agreement that younger patients generally ought to be prioritized over older patients to save more future years of life. Of course, this is easier said in the abstract than done in practice when patients are seen as individuals rather than statistics. Indeed, the authors show in three studies that participants were less likely to say they would reassign a ventilator from an older patient to a younger patient when the patients had been identified by name than when they had not. Apparently, modest identifiability is all that is needed to induce an emotional response. Anonymity may be the key to more rational decision-making in such cases.

Our final two articles in this issue speak to behaviorally informed organizational policies.

Elizabeth A. Hood and Jean M. Bartunek explore how employees respond to organizational change. Leaders naturally tend to focus on how to promote acceptance and minimize rejection of change initiatives among employees. The authors argue, counterintuitively, that leaders ought to instead focus on how actively employees engage with these initiatives. When employees passively accept a new program, they do not raise questions, provide feedback, and troubleshoot. Thus, the organization misses opportunities to enhance the new policy and its implementation. Likewise, when employees passively disengage from a new initiative, they may make mistakes, drag their feet, and become more cynical about their jobs. Again, the organization misses opportunities to identify ways to improve employee performance and morale. The authors illustrate these scenarios with concrete case studies and derive lessons for how managers can more effectively lead organizational change.

The last article in this issue, by Erin L. Frey, Gabrielle S. Adams, Evan A. Bruno, and James R. Detert, addresses how managers can most effectively respond to employee misbehavior that neither is as benign as unintentional mistakes nor rises to the level of criminal misconduct. Although organizations often have policies that demand some sort of action by managers, such as documentation and warnings, they typically offer little guidance on how to best implement these actions. In this article, the authors mine organizational behavior research to derive guidelines for selecting and communicating consequences for misbehaviors in ways that balance the goals of serving justice, appearing fair and compassionate, and deterring future offenses.

Thank you for your interest in Behavioral Science & Policy. As always, we welcome feedback from the community and look forward to continuing to share with you the latest insights from behavioral science research for policy and practice.

Craig R. Fox & Sim B Sitkin
Founding Co-Editors
How to choose a default

John Beshears, Richard T. Mason, & Shlomo Benartzi

abstract

We have developed a model for setting a default when a population is choosing among ordered choices—that is, ones listed in ascending or descending order. A company, for instance, might want to set a default contribution rate that will increase employees’ average contributions to a retirement savings plan. A key input of the model is the distribution of latent options—the percentages of a population that select each available choice in the absence of a preset default. The model treats the default as an attraction point that causes some people to shift from their latent preference toward the default. It specifies the strength of each possible default’s pull on each latent option and thereby points policymakers to the default most likely to achieve a desired aim. We tested our model using data from field experiments relating to retirement savings. In addition to presenting the results, which support the model’s validity, we discuss how the model relates to prior empirical evidence on defaults.

When asked to identify the greatest contribution of behavioral economics to policy, Richard H. Thaler, winner of the Nobel Memorial Prize in Economic Sciences for his work on behavioral economics, pointed to improvements in retirement savings policies. One of the improvements involved changing the default from nonparticipation to participation in defined contribution plans, in which employees set aside a given amount for the plan from each paycheck. Behavioral science research has documented that participation in such retirement plans increases dramatically when companies switch from an opt-in plan (in which no contribution is made unless an employee actively selects a contribution rate) to an opt-out plan (in which a preset, or default, contribution rate is used unless an employee actively changes the rate). In a 2016 survey, 60% of 401(k) plans indicated that they use opt-out policies, and such policies have been implemented at the national level in the United Kingdom, New Zealand, and Turkey.

The use of defaults is not limited to retirement plans. Changing the default changes the actions people take in domains such as organ donation, insurance, online marketing, consumer product choice, energy use, tipping, medication prescriptions, and charitable donations. A recent meta-analysis, combining data from multiple studies, documents the effects of defaults across settings.

In this article, we offer guidance to policymakers who must choose a default from among many ordered options (see note A)—that is, ones listed in rank order, such as the percentage of salary contributed to a retirement plan. We present a model for determining whether and by how much any given default will cause individuals to deviate from their latent choice (the one that would be selected in the absence of a default) and for deciding which default to set for the greatest good of a population.

To aid readers in understanding the model, we speak mostly in terms of the concrete example of how it would be used for increasing contributions to defined contribution retirement plans. After describing the model, we report on field studies that illustrate how the model applies in a particular setting and provide empirical support for the model’s predictions.

**Model Basics**

In applying the model to retirement plans, we take the perspective of a company policymaker who wishes to shift employee contribution rates upward (see note B). The policymaker may believe, for example, that a group of individuals is saving too little. The insights that we develop in the context of retirement plans could help address challenges in other domains, such as encouraging a group of workers to lower their chosen thermostat settings in the winter or inducing a group of physicians who are over-prescribing brand-name medications to switch to prescribing generic equivalents.

In a nutshell, we assume that a default is an attraction point. Any given default might cause some percentage of people to shift from their latent preference toward the default. When applying the model to a defined contribution retirement plan, we first collect data describing the distribution of latent contribution rates: For a subset of people in the population of interest, we observe the rate choices made in the context of retirement plans could help address challenges in other domains, such as encouraging a group of workers to lower their chosen thermostat settings in the winter or inducing a group of physicians who are over-prescribing brand-name medications to switch to prescribing generic equivalents. In a nutshell, we assume that a default is an attraction point. Any given default might cause some percentage of people to shift from their latent preference toward the default.

We then identify the combination of parameters that generates the model’s most accurate predictions for how the distribution of contribution rates changes when a default is introduced. For a given combination of parameters, we compare the model-based predictions with actual choices made by a group of employees who demographically resemble the group that saw no default but were presented with a default. By finding...
the model-based predictions that most closely match the real-life choices that people make in response to several defaults, we identify the parameter values that best describe the population’s responsiveness to defaults. Using those parameter values, we calculate the default that would be most effective at shifting the population’s mean selection in a desired direction. (The model can also be useful when a policymaker’s ability to collect data is limited. We address this situation in the article’s last section.)

In principle, a policymaker seeking to increase the mean contribution rate of a group of employees should select a default that pulls many contribution rates up while pulling few down. Our modeling indicates that to achieve this aim, a policymaker should choose a default that is above a cluster of popular latent contribution rates. When the default has a weak influence, the default that maximizes the mean contribution rate is likely to be one that is only slightly above that cluster. When the default has a strong influence, policymakers will maximize the mean contribution rate by setting a default that is significantly above the cluster. To more fully explain how the model guides policymakers to a desirable default, we provide concrete details in the next section and in the Supplemental Material. We should note that we consider our model to be empirical rather than explanatory, because it does not specify the economic and psychological mechanisms driving people’s responses to defaults; it merely describes how different defaults shape the distribution of the selections made by a population. As we explain later, however, its assumptions are consistent with the findings of past behavioral science research into defaults.

**The Model in Detail**

Our model has three ingredients: (a) the distribution of latent contribution rates, (b) the value of a default, and (c) a set of formulas that uses three parameters to predict whether and to what extent the default will affect an individual who has a particular latent contribution rate.

In applying the model to retirement savings plans, we obtained the distribution of latent choices from data we collected in one of three empirical studies we conducted (these are described more fully later in the article). In this study—which we call Study 1 despite it not having been done first—one group of employees visited a website to select their contribution rate to a company’s retirement program and saw no default; they used a keyboard to enter a number into a blank space. After entering a number, they could either retain that initial number or select a different number, whether by interacting with the website during the same session or by returning to the website at a later time. We defined an individual’s latent contribution rate (L) as the individual’s selected rate at the end of this process. Other groups of employees in Study 1, as well as employees in our two other empirical studies (Studies 2 and 3), saw a prepopulated number where employees in the first group saw a blank space. Otherwise, their experience was identical to that of employees in the first group. The prepopulated number is the default value (D), and in our studies, it took values in the range of 6% to 11%.

The third ingredient—the heart of the model—uses two formulas to govern individuals’ responses to defaults, with the three parameters mentioned above determining how strongly defaults influence choices.

The first formula predicts the likelihood that an individual with a given latent choice will end up changing their choice in response to a given default. It incorporates a parameter termed the radius (R) and an adjustment factor (F).

The R value indicates how far a default’s influence extends. If the default were a point on a horizontal line indicating the potential contribution rates in ascending order, the radius would describe the distance to the right and to the left within which the default has an effect on latent rates. For instance, an R of 4 around a default of 7% indicates that the default has an effect on
individuals whose latent values are between 3% and 11%.

The formula reflects the presumption, based on past research into defaults, that a default’s effect declines as the latent rate goes in either direction from the default. When a person’s latent contribution rate is close to the default, the default is likely to cause the person to shift from the latent rate in the direction of the default. When a person’s latent contribution rate is far from the default, the default is less likely to influence the outcome. In general, when the default is above an individual’s latent contribution rate, the default is likely to pull the individual’s contribution rate higher. Conversely, when the default is below the latent contribution rate, the default may pull down the final contribution rate selection.

In the model, an individual whose latent contribution rate is equal to the default is deemed to be 100% likely to be influenced by the default. An individual whose latent contribution rate is a distance of exactly R away from the default is deemed to have zero probability of being influenced by the default. The probability that the default has an effect declines linearly between those two points, except when the latent contribution rate is especially attractive on its own, an issue that we discuss next. (See note C for a caveat.)

The parameter $F$ is an adjustment factor for the counterpull exerted by latent values that are especially attractive on their own. In retirement savings plans, our own research and other data sets have shown that people like to choose contribution rates that are multiples of five, and they tend to resist shifting to other values; that is, in common with defaults, multiples of five are attraction points. We adjust for this counterpull by decreasing the calculated pull of the default by the amount of resistance generated by latent multiples of five. In the model, we address the counterpull with a formula, or function, called $A(L)$. $A(L)$ is set to zero if the latent contribution rate $L$ is not a multiple of five, because these latent rates are assumed to exert no resistance. For multiples of five, $A(L)$ is set to $F$, with $F$ taking a value in the range from 0 to 1 ($0 \leq F \leq 1$).

In mathematical notation, we say that when $|D - L| \leq R$ (that is, when the difference between the default value $D$ and the latent contribution rate $L$ is less than or equal to the parameter $R$), the probability that the individual is influenced by the default is $\left[1 - A(L)\right] \times \left(1 - \frac{|D - L|}{R}\right)$. When $|D - L| > R$, the probability that the individual is influenced by the default is zero.

If an individual is influenced by the default, the individual ends up with a contribution rate calculated by the second formula at the heart of our model: $\left[1 - W|L + WD\right]$. This formula yields a weighted average of the latent contribution rate and the default. The weighting factor ($W$) takes a value between 0 and 1 ($0 \leq W \leq 1$). For example, a $W$ of 0.7 (giving fairly strong weight to the default) paired with a $D$ of 10 and an $L$ of 0 would result in a final contribution rate of 7, with the individual moving seven tenths of the way from their latent value toward the default. The online interface in our three studies encouraged individuals to choose contribution rates as whole number percentages, so we round the contribution rate given by the formula to the nearest whole number.

To illustrate how the model works, we have constructed two examples. In the first, depicted in Figure 1, the model uses the parameters $R = 12$, $F = 0.3$, and $W = 0.9$, a combination indicative of the default having a strong, far-reaching influence and multiples of five exerting a modest resistance. The white bars reflect the distribution of actual latent contribution rates revealed by participants in Study 1. The gray and black bars show the predicted distribution of contribution rates when the default was modeled at 7% or 10%, respectively. The predictions indicate that when a default exerts a strong effect over a wide range of latent values, a wide swath of the distribution will be drawn toward the default. Notably, regardless of people’s latent rates, a high percentage of those who were modeled to have been presented with a default of 7% switched their choices, and the percentage who chose 7% rose from less than 5% to more than 50%.

The second example uses the same defaults and distribution of latent contribution rates as in the first example (see Figure 2). The defaults’
Figure 1. Illustrative model prediction of contribution rates when a default exerts a strong effect on rates (parameter values: $R = 12$, $F = 0.3$, $W = 0.9$)

Note. The white bars show the distribution of contribution rates in the no default condition (that is, the latent rates); those rates are drawn from the empirical data in Study 1. The gray and black bars show the distribution of contribution rates predicted by the model for a 7% default and for a 10% default, respectively. The results indicate that when a default exerts a strong effect, people having latent preferences both near to and far from the default will be drawn toward the default—as is evidenced by the declines in the fraction of employees choosing many of the rates. See the main text for definitions of $R$, $F$, and $W$.

Figure 2. Illustrative model prediction of contribution rates when a default exerts a weak effect on rates (parameter values: $R = 1.5$, $F = 0.3$, $W = 0.7$)

Note. As in Figure 1, the white bars show the distribution of contribution rates in the no default condition (that is, the latent rates), and the gray and black bars show the distribution of contribution rates predicted by the model for a 7% default and for a 10% default, respectively. The results indicate that even when the 7% default has a weak effect, it nonetheless exerts a draw on individuals whose latent contribution rates are 6% or 8% (as indicated by the decline in the fraction of employees predicted to choose those rates). The 10% default has less of an effect on the distribution. The parameter values used here generate predictions that most closely match (that is, are the best fit for) the empirical findings from Studies 1, 2, and 3—a correspondence implying that the parameter combination is the best for predicting the responses to defaults in a real-life population resembling that in our studies.
effects are assumed to be weaker, however, as is reflected in the parameters $R = 1.5$, $F = 0.3$, and $W = 0.7$. The output implies that despite the weak effect of the 7% default (gray bars), this default still exerts a draw on individuals whose latent contribution rates are 6% or 8%. The 10% default (black bars) has less of an impact on the distribution. It exerts a pull on individuals whose latent contribution rates are 9% or 11%, but such an influence is less meaningful because few individuals have those latent contribution rates.

This last combination of parameters yielded the best fit with our experimental data; that is, it most closely replicated the outcomes we found when the real-life employees we studied were presented with a default of 6%, 7%, 8%, 9%, 10%, or 11%. Later in the article, we address the implications of this finding for setting defaults, but first we describe the empirical studies we conducted and the ways in which they support the validity of our model and confirm past research on defaults.

**The Experiments**

**Experimental Design**

We conducted three experiments, all of which were completed before we conducted our modeling. Even though the experiment we call Study 1 was not run first, we treat it as our primary study because it was the only one that enabled us to observe the distribution of latent contribution rates and thus to study the effects of various defaults on that distribution.\(^{20,21,23-25}\)

We describe Study 1 in this subsection and address Studies 2 and 3, which were similar, in a later subsection. For details, see the Supplemental Material.

We worked with the segment of the company Voya Financial that helps employers manage retirement savings plans. For a subset of employers, employees who became eligible for the retirement plan were invited to visit a Voya-administered website, Voya Enroll, to begin contributing. Figures S1–S8 in the Supplemental Material show screenshots of what employees saw during the registration process.

In Study 1, we assigned employees randomly to one of three groups when they reached the webpage at which they selected their contribution rates. The study had three conditions: 7% default, 10% default, and no default.

As shown in Table 1, approximately half of the individuals in Study 1 were men. The mean age of participants was 38 years, and their mean annual salary was approximately $70,000. These characteristics did not show statistically significant differences across the three conditions.

In the 7% default and 10% default conditions of Study 1, the space for indicating the desired contribution rate was prepopulated with the

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Experimental condition</th>
<th>$p$ value from $\chi^2$ or $F$ test for null hypothesis that conditions are equal</th>
</tr>
</thead>
<tbody>
<tr>
<td>% men</td>
<td>53</td>
<td>52</td>
</tr>
<tr>
<td>Age in years</td>
<td>38</td>
<td>38</td>
</tr>
<tr>
<td>Mean</td>
<td>$69,000$</td>
<td>$71,000$</td>
</tr>
<tr>
<td>Standard deviation</td>
<td>$51,000$</td>
<td>$52,000$</td>
</tr>
<tr>
<td>Number of participants</td>
<td>3,991</td>
<td>4,024</td>
</tr>
</tbody>
</table>

*Note.* The $p$ values indicate that the three participant groups do not differ significantly. *Standard deviation* is a measure of the amount of variation in a set of values; approximately two thirds of the observations fall between one standard deviation below the mean and one standard deviation above the mean.
default of interest (see Figure S4 in the Supplemental Material). In the no default condition, the space for indicating the desired contribution rate was empty when the webpage loaded, and a blinking cursor prompted the employee to enter a number. (See Figure S5 in the Supplemental Material.) As soon as a number was entered, the webpage transformed to appear as if the entered number had been the prepopulated contribution rate (as in Figure S4 in the Supplemental Material). In all three conditions in Study 1, employees could increase or decrease their chosen contribution rate away from the initial rate by clicking on the + or – keys.

As specified when we preregistered Study 1 (see Figure S9 in the Supplemental Material), our primary outcome variable is the contribution rate in effect 60 days after the initial Voya Enroll visit, adjusted to reduce the potentially misleading influence of outliers by setting values below the 1st percentile equal to the 1st percentile and values above the 99th percentile equal to the 99th percentile. Preregistration is done for transparency, that is, to minimize the likelihood that researchers will cherry-pick data and thus publish misleading results. The choice of a 60-day window balances two factors. On the one hand, a longer time window would increase the likelihood that factors unrelated to the default, such as salary increases or financial emergencies, could influence the final contribution rates. On the other hand, a shorter time window might miss changes that employees make after having some time to ponder their choice more fully. Some employees choose not to enroll in the plan when they first visit Voya Enroll but return within a few weeks and select a positive contribution rate.

Results
As we pledged in our preregistered analysis plan for Study 1, we calculated, using the analytic method known as ordinary least squares regression, the effect of the 7% or 10% default on the mean contribution rate. Relative to having no default, the 7% default decreased the mean contribution rate by 0.02 percentage points when we did not control for gender, age, and salary and by 0.04 percentage points when we accounted for those factors; the 10% default increased the mean contribution rate by 0.08 percentage points when we omitted controls and by 0.06 percentage points when we included controls. None of these estimates were statistically significant, and all of them were small in magnitude. When we used the same analytic approach to investigate whether the 7% default and 10% default increased the likelihood that an individual would choose a contribution rate greater than zero, we similarly found that the effects were not statistically significant and were small in magnitude. We had hypothesized that the 7% default and 10% default would increase a population’s mean contribution rate relative to having no default, so we were surprised by these results.

Such findings could have implied that setting defaults did not influence contribution decisions, but further analyses, which were not preregistered, indicated that defaults did, indeed, affect contribution decisions, even though they did not affect mean contribution rates. The results support the idea that defaults can trigger shifts from latent values among people who are signing up for retirement plans even when the average rate for the population does not change in a desired direction.

The data from Study 1 also showed that study participants were attracted to contribution rates that were multiples of five, as previous work has found. This attraction is evident in Figure 3, which shows the distribution of the final contribution rates in the three experimental conditions. It is because of this finding that our model assumes that individuals whose latent contribution rates are multiples of five are less likely than others to be influenced by defaults. (See note D.)

Additional analyses revealed specific influences of defaults, including that the defaults in the study increased the fraction of individuals who ended up with contribution rates equal to the default. To identify this pattern, we compared
the fraction of employees who chose a given contribution rate (termed \(C\%\), with \(C\) being an integer) in the 7% default and 10% default conditions with the fraction of employees who chose that rate in the no default condition. Using ordinary least squares regression again, we calculated the differences separately for each integer contribution rate from 0% to 15%. Because very few people select higher contribution rates, we treated all contribution rates equal to 16% or higher as belonging to a single category. In Figure 4, the contribution rate varies along the horizontal axis. The light and dark vertical bars indicate, respectively, the effect of the 7% default or the 10% default on the likelihood of a given contribution rate being chosen, relative to the likelihood when no default was presented. This effect is measured in terms of the size of the difference in the percentage of employees who chose the given contribution rate. The I-shaped lines, commonly known as whiskers, give 95% confidence intervals; the findings are statistically significant when the whiskers do not pass through the horizontal zero line. (See note E for a definition of 95% confidence intervals.)

The data indicate that relative to having no default, the 7% default caused a statistically significant increase in the fraction of individuals with a 7% contribution rate, and the 10% default caused a statistically significant increase in the fraction of individuals with a 10% contribution rate. This finding, too, supports our model, which predicts that some individuals with latent contribution rates close to a default will end up choosing the default. This finding is also consistent with prior literature documenting that defaults are chosen frequently.2–6,17,20,21

The analyses also revealed—again consistent with our modeling and with previous findings5,6,20,21—that individuals sometimes ended up choosing the default either when their latent contribution rate was below the default or when their latent contribution rate was above the default. The 7% default decreased the fraction of employees with a contribution rate less than or equal to 6% and decreased the fraction of employees with a contribution rate greater than or equal to 8%. The 10% default decreased the fraction of employees with a contribution rate less than or equal to 9% and decreased the fraction of employees with a contribution rate greater than or equal to 11%, although the last
finding was not statistically significant, perhaps because the fraction of employees with a latent
contribution rate greater than or equal to 11%
is so low that there is little room to decrease it
further.

Finally, in line with our modeling, we found
some evidence consistent with past research
that indicated a default is more likely to influ-
ence an individual whose latent contribution
rate is close to the default than an individual
whose latent contribution rate is far from the
default\textsuperscript{5,6,17,20,21}—although the statistical power
of the tests we did is low. (See note F. Also see
the Additional Statistical Tests section of the
Supplemental Material for more detail about the
analyses relating to this finding.)

Calibrating the Model
To see if the model could be useful for indicating
which default would be best for raising the
mean contribution rate of a given population,
we used the following process. To calibrate the
model, we examined the effects of all possible
combinations of $R$, $F$, and $W$ on the distributions
of contribution rates in the presence of default
rates and looked for the distributions that best
matched the real-world distributions found
in our empirical studies. The combination of
parameter values that led to the best-fit distribu-
tions could be presumed to predict the behavior
of other populations whose demographic char-
acteristics were similar to those of the study
participants when those populations encoun-
tered retirement sign-up programs similar to
those our participants encountered.

To find the best fit, we combined data from
Study 1 with data from Studies 2 and 3. Studies 2
and 3 were conducted prior to Study 1 and were
not preregistered. They had the same design
as Study 1 except that they lacked a no default
condition and had conditions with integer
default contribution rates of 6% through 11%,
rather than solely 7% and 10%. See the Supple-
mental Material for more details.

Given the distribution of latent contribution rates
from the no default condition of Study 1, we
input all possible combinations of the parame-
ters into the model. $R$ ranged from 0.5 to 15.0 in
increments of 0.5; $F$ ranged from 0 through 1.0
in increments of 0.1; and W ranged from 0 to 1.0 in increments of 0.1. Using each combination, the model predicted the distribution of contribution rates when employees were presented with a 6%, 7%, 8%, 9%, 10%, or 11% default. We then compared the model’s predictions with the observed distributions of contribution rates of the participants, and we calculated how closely the modeled distributions matched those found in the empirical studies. See the Supplemental Material for more details.

As we mentioned earlier, for the default values examined in our studies (6%, 7%, 8%, 9%, 10%, and 11%), the model best fits the data when R takes a value of 1.5, F takes a value of 0.3, and W takes any value in the interval 0.5 < W ≤ 1.0 (with R = 1.5, the model makes the same predictions for all of these values of W).

Of course, the model’s predictions using the best-fitting parameter values do not capture every feature of the real-world data. For example, the model with these parameter values predicts that the default does not affect individuals whose latent contributions rates are two percentage points or more away from the default. However, in the data from Study 1, the 7% default condition leads to a statistically significant 2.2 percentage point decrease in the fraction of individuals who choose contribution rates of 5% or less and a statistically significant 2.4 percentage point decrease in the fraction of individuals who chose contribution rates of 9% or more, relative to the no default condition (because those individuals moved toward the default). Similarly, the 10% default condition leads to a statistically significant 2.2 percentage point decrease in the fraction of individuals who chose contribution rates of 8% or less, relative to the no default condition. (The 10% default condition did not have a statistically significant effect on the fraction of individuals who chose contribution rates of 12% or more, relative to the no default condition.) Overall, though, the best-fitting parameter values for the model include a low value of R, indicating that whatever the default rate is, it tends to attract individuals whose latent contribution rates are close to the default.

Figure 5. Mean contribution rate predicted by the model with best-fit parameter values (R = 1.5, F = 0.3, W = 0.7) as the default varies

Note. Using the model parameters that produced contribution-rate distributions most like those in the empirical studies (R = 1.5, F = 0.3, W = 0.7), we determined that setting a default of 6% or 7% would result in the highest mean contribution rate in a population that resembled the one in our empirical studies. The horizontal line in the middle of the figure shows the mean contribution rate in the no default (that is, latent) condition. To arrive at the means shown, we calculated the model’s predictions for the distribution of contribution rates in response to each possible integer default and then computed the mean of that distribution. One benefit of the model is that it makes predictions about contribution-rate distributions for defaults that we did not test in our experiments (defaults less than 6% or greater than 11%).
Figure 5 shows the model’s predictions, given the best-fit parameter values, for the mean contribution rate as the default varies. The model-predicted mean reaches a peak at a default of 6%, and the mean for a default of 7% is nearly identical. In other words, to maximize the mean contribution rate of a population that resembles the one in the studies, the model indicates that policymakers would set a 6% or 7% default. (See note G.) The mean contribution rate for a population is calculated as follows: For each possible contribution rate, we multiply the contribution rate by the fraction of the population predicted by the model to choose that contribution rate, then we calculate the sum across contribution rates.

"individuals whose latent contribution rates are closer to the default are more likely to be affected by the default"

Comparisons With Other Models
As we mentioned at the start of this article, we constructed our model without specifying the mechanisms driving individuals’ responses to defaults. Nonetheless, the model can be compared with ones that articulate mechanisms for the effects of defaults.

Our model implies that individuals whose latent contribution rates are closer to the default are more likely to be affected by the default, a feature consistent with models assuming that people incur a cost—if they opt out of a default. In these models, individuals’ latent contribution rates are assumed to be their most preferred contribution rates; therefore, individuals whose latent contribution rates are farthest from the default have the strongest incentive to bear the inconvenience of opting out and switching from the default to their most preferred contribution rates. Individuals whose latent contribution rates are close to the default have a weaker incentive to go to the trouble of opting out and are more likely to remain at the default.

Yet our model differs from those that focus on the costs of opting out in that, like models based on the phenomenon known as psychological anchoring, it allows for the possibility that people who go to the trouble of rejecting the default will choose a contribution rate close to the default instead of choosing their latent rate. Anchoring refers to the tendency for a person asked to choose a numerical value to start with some reference point and then only slightly adjust away from it. In models that focus on opt-out costs, the default does not attract individuals to contribution rates close to but not equal to the default, whereas models that focus on psychological anchoring allow that kind of attraction.

It would be desirable to determine whether the effects of defaults in our empirical setting are driven by opt-out costs or psychological anchoring, but the data do not allow us to distinguish between these two mechanisms. Models that view the default as an anchor allow the default to cause an increase in the fraction of individuals choosing a contribution rate near but not equal to the default. However, these models also feature a countervailing force: Individuals who have that nearby contribution rate as their latent contribution rate are likely to move from their latent contribution rate to the default. On net, the default can lead to either an increase or a decrease in the fraction of individuals choosing that nearby contribution rate. In our real-world data, the default decreases the fraction of individuals choosing nearby contribution rates, but this evidence cannot distinguish between a model of anchoring and a model of opt-out costs because both types of models can predict this empirical pattern.

Policy Implications
Our model applies to many contexts beyond retirement savings. The designer of a smart thermostat can set the default temperature that a home’s heating and cooling system targets. The designer of an electronic health record system can set the default number of pills prescribed by a physician for a given patient profile and...
medication. The designer of a webpage for charitable contributions can set the default donation amount. The model parameter values that best fit our experimental data are unlikely to be the parameter values that are appropriate when applying the model in other domains. Nonetheless, as we discussed earlier in the article, evidence from a variety of contexts supports the assumptions of the model, suggesting that the structure of the model is indeed applicable in a range of settings.

If a policymaker is trying to increase the mean outcome for a population on some measure, the model provides guidance for selecting a default among ordered options. In general terms, the policymaker should first identify the distribution of latent outcomes. Next, the policymaker should gauge how influential the default is. This information, in turn, should be used to set a default that will pull up the outcomes of many individuals while pulling down the outcomes of few individuals. If the default is weak (that is, if the radius, $R$, within which the default has an effect, is small), the default that maximizes the mean outcome is likely just above a cluster of popular latent outcomes. If the default is strong (that is, $R$ is large), the default will likely be higher. When $F$ (the value of the adjustment factor for focal, or sticky, options, such as multiples of five) is high, the policymaker should generally avoid placing the default just above latent outcomes that individuals are reluctant to leave (because the default would then pull few individuals up) and should try to place the default just below such latent outcomes (because the default would then pull few individuals down).

For a policymaker to implement this guidance, the ideal approach would be to run an experiment similar to Study 1, featuring a condition with no default (to observe the distribution of latent outcomes) and conditions with defaults (to estimate the strength of the default). If this approach is not feasible, nonexperimental data can be informative. For example, if a company is using a given default at sign-up and finds that few individuals end up with the default option, program managers can infer that the influence of the default is weak and that the distribution of observed outcomes approximates the distribution of latent outcomes. If managers find that many individuals choose the default option, they can infer that the default’s influence is strong. In this latter case, the policymaker would want to push the default to be more extreme so as to shift outcomes in the desired direction.

For additional insight into the likely strength of the default, a policymaker who cannot conduct a study can rely on past research. According to prior work, defaults are more effective in domains where individuals are asked to make consumer purchase decisions and less effective in domains where individuals are asked to make pro-environmental decisions, and they are more influential when they communicate the policymaker’s recommendation or serve as a reference point against which other options are judged than when they merely make the default option easy to implement.

Our analysis has limitations. The model applies to many settings but not all. For example, in situations where the default influences outcomes primarily because many people are inattentive—that is, they do not notice that a default is being implemented—the model’s assumptions regarding the way in which defaults influence outcomes may not be satisfied. In these situations, it is less likely to be true that the influence of the default gets weaker as the difference between the default and an individual’s latent outcome increases.

This observation highlights a key feature of our experimental setting. The participants made a choice to visit a website for enrolling in a retirement savings plan, so they were paying attention to the decision at hand. This fact may explain why the default effects we observed are weaker than some other default effects that have been documented previously in studies of retirement savings plans. Perhaps the individuals in our experiment arrived at the website having already thought through the contribution rate they would like to choose and were therefore less susceptible to the default’s influence.

In this article, we have not addressed the moral considerations that a policymaker should have in mind when choosing a default. We have
adopted the perspective of a policymaker who is trying to shift outcomes in a particular direction for ethically sound reasons. For example, the policymaker may have strong reasons to believe that psychological biases are causing individuals’ choices to deviate systematically from the choices that would maximize their welfare. For another example, the policymaker may wish to shift outcomes because people are making decisions in ways that do not account for the consequences of their choices on others, such as when people consume energy excessively without regard for their contribution to global climate change. Policymakers who are unsure of which outcomes are appropriate should use a different framework for contemplating default selection. They should also be careful to avoid subjecting individuals to the risk of significantly negative outcomes.

Our analysis points to some interesting extensions. We considered the choice of a single default for a population of individuals. If those individuals can be divided into easily identifiable subpopulations who have different latent distributions than the full population does and who respond differently to particular defaults (in other words, whose choices are described by different model parameters), it would be possible to tailor a different default for each subpopulation. This line of reasoning can be applied to situations in which the policymaker has a more complex objective than simply shifting mean outcomes of a large population upward or downward. For example, if a policymaker believes that individuals with low incomes have a greater or lesser need for higher retirement plan contribution rates than individuals with high incomes, default policies could be adjusted on the basis of income, with one group’s default chosen to increase contribution rates and the other group’s default chosen to promote more moderate contribution rates.

As another extension, it would be valuable to consider how a default might change over time. Consider the case of a smart thermostat. To reduce energy consumption at a company, the building managers might initially begin with a default temperature that is only slightly below the temperature that employees would choose for themselves during winter. After a set time, as the workers habituated to colder temperatures, the managers might lower the default.

Defaults affect the distribution of outcomes in subtle ways. By using our model, policymakers can select defaults for maximal impact.

**endnotes**

A. We do not address situations featuring a small number of options (say, five or fewer) in a choice menu. Our model could accommodate such situations, but the structure imposed by our model would be unnecessary. We also do not address situations featuring many unordered options, because our model does not speak to those situations.

B. The model could also be adjusted for use by policymakers who, for whatever reason, wanted to shift contribution rates downward.

C. Although the model puts the probability of a default’s influence at zero if the latent value is beyond the default’s radius of effect (that is, when |D – L| > R), in reality, even individuals whose latent contribution rates are very far from the default have some chance of being influenced by the default. We treat the probability as zero for simplicity, on the grounds that it is likely to be much closer to zero than is the case when the latent value is close to the default.

D. One could make the argument that people whose latent contribution rates are multiples of five might be more likely to be influenced by defaults because they have thought less deeply about their contribution rate choices. However, as we show in the Calibrating the Model section, our calibration exercise indicates that giving F a strictly positive value—0.3—gives the best fit for the data, suggesting that the assumption embedded in our model is the correct one. For additional evidence on the attractiveness of round numbers, see reference 30.

E. Editors’ note to nonscientists: A 95% confidence interval for a given metric indicates that in 95% of random samples from a given population, the measured value will fall within the stated interval.

F. The model assumes that the effect of the default will be the same for latent values that are an equal distance below or over the default. Additional analyses that test this assumption of a symmetric
effect around the default are described in the Additional Statistical Tests section of the Supplemental Material. The evidence does not contradict the assumption, but the statistical power of the test is low. We view the issue as an interesting one for future research to address.

G. We do not view these predictions as contradictory to the empirical data because the predicted values fall within the 95% confidence intervals of the corresponding empirical estimates.
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Nudge versus sludge in gambling warning labels: How the effectiveness of a consumer protection measure can be undermined

Philip W. S. Newall, Lukasz Walasek, Elliot A. Ludvig, & Matthew J. Rockloff

abstract

Legal gambling is a large industry in many countries. One way some governments try to protect people from losing more than they can afford is by requiring warning labels on gambling machines and their online equivalents. Prominent labels that make the odds of winning clear serve as nudges: They promote a beneficial behavior (such as deciding that the risk of losing money is too high) without interfering with choice (such as by restricting the availability of gambling). However, if gambling operators use labels that are difficult to understand, find, or read, those messages instead hamper decision-making and thus become sludge. In this article, we report on new research into whether gambling labels in the world’s largest regulated online gambling market (the United Kingdom) are more consistent with nudge or sludge. We found that gambling operators overwhelmingly used sludge strategies when posting required gambling warning labels: For instance, they framed the message using a confusing format, applied a small font size to the text, and placed the warning on obscure help screens. We therefore propose that public policy officials throughout the world establish requirements for the wording and presentation of gambling warning labels to ensure that gamblers are well-informed about the odds they face.

Legal gambling is a large industry in many countries, often in the form of both electronic gambling machines and online gambling.\(^1\) Not surprisingly, many people end up losing more money than they can afford, even when they do not fully meet the criteria for a diagnosis of disordered gambling.\(^2,3\) In one approach to combating the problem, some governments require gambling operators to post warning labels about the dangers of gambling. In this article, we describe research into the effects of two contrasting approaches to implementing warning labels—which we characterize as delivering a nudge or sludge—and we report new research into the prevalence of these labeling approaches in the world’s largest regulated online gambling market, the United Kingdom. We also offer recommendations for policymakers who want to reduce gambling’s negative effects on players.

**Core Findings**

**What is the issue?**
Although many governments have enacted policies to make the risks of gambling better known to players, these policies are often subverted by operators. This problem is particularly acute in the case of mandatory labeling designed to convey risks and nudge players away from riskier behaviors. Instead of nudges, subverted labels can become sludge, resulting in impaired decision-making.

**How can you act?**
Selected recommendations include:
1) Ensuring that players are provided with the most useful cost-of-play information possible
2) Clearly and unambiguously spelling out the optimal placement of gambling information, as is done for tobacco

**Who should take the lead?**
Policymakers, legislators, and leaders in entertainment and recreation

“sludgey’ labels undercut a player’s ability to choose wisely”

Policymakers offer consumers information that is relevant to their decision to gamble rather than, say, imposing a rule that restricts how much money they can bet.\(^14\)

In reality, though, the labels on online casino games may instead take the form of sludge, a term coined by behavioral economist Richard Thaler. Contrary to the intended aims of the government’s warning label mandate, “sludgey” labels undercut a player’s ability to choose wisely. Sludge has received a lot of attention from researchers recently.\(^15-18\) Most examples come from situations in which consumers are disincentivized from making wise choices by having to fill out unnecessary forms or deal with other sorts of friction.\(^15,18\) For instance, few people actually obtain manufacturers’ rebates because of the trouble involved in requesting them.\(^19\) As Thaler has pointed out, however, sludge can also have a broader influence, by encouraging “self-defeating behavior such as investing in a deal that is too good to be true.”\(^20\)

In this article, we use the definition of sludge in its broad sense.

In the United Kingdom (and elsewhere), two contrasting ways that gambling warning labels can frame cost-of-play figures are return-to-player and house-edge approaches. The return-to-player format frames the cost of play in terms of the average amount of staked money that is returned as winnings. For example, a U.K. gambler might be told, “This game has an average percentage payout of 90%,” meaning that for every £100 bet, an average of £90 is paid out in prizes and £10 stays with the house. Effective warning labels can complement other interventions aimed at reducing the harm caused by gambling.\(^8-12\)

In behavioral science terms, these warning labels are meant to be nudges: interventions that gently prod people to make a decision that is beneficial to them without changing their financial incentives or the freedom to choose.\(^13\)
money bet on average." For electronic gambling machine games and their online equivalents, the probabilities can be calculated precisely.

In the next two sections of this article, we cite research by us and others suggesting that the house-edge wording is a nudge whereas the return-to-player label is sludge, and we report on a study we have conducted to examine the prevalence of these two approaches and the visibility of warning labels on U.K. online gambling sites.

Nudges & Sludge in Gambling Warning Labels

Prior research had suggested that framing a gambling warning label in terms of the percentage of money typically kept by the gambling operator (that is, as a house-edge nudge) rather than in terms of the percentage of money returned to players (that is, as a return-to-player sludge message) would result in more gamblers correctly interpreting their odds of winning. In one study, for instance, 25 people who used an electronic gambling machine were presented with a return-to-player message indicating that the average payout was 90% of the money staked. Only six of the 25 selected the correct interpretation in a four-alternative multiple-choice question about the message's meaning— which was that for every £100 bet on the game, about £90 is paid out as prizes. The other participants selected interpretations saying that betting £1 on the game would guarantee a win of 90p, that 90% of people who played would win something, or that the game would give out a prize nine times out of 10.

On the basis of behavioral science research into the importance of framing to the interpretation of messages, we thought that the gambling warning information could be provided in a more understandable way, namely, by speaking in terms of how much money the house keeps—that is, by using house-edge framing. We therefore conducted an experiment comparing the two messaging approaches. In a study with almost 400 participants, 66.5% of gamblers who read a house-edge statement (which explicitly said that the operator keeps an average of 10% of the money it takes in) selected the correct interpretation of this information in a multiple-choice question, compared with 45.6% of gamblers who were given the equivalent return-to-player statement indicating that an average of 90% of bet money is returned to players. The largest difference was that 32.8% of gamblers given the return-to-player statement incorrectly selected the option of "This game will give out a prize 9 times in 10," whereas just 10.3% of gamblers given the house-edge statement chose that interpretation. In another study involving 407 gamblers, participants perceived a lower chance of winning when they were provided with house-edge information than when they received equivalent return-to-player information.

These divergent interpretations have a significant influence on betting behavior, according to a recent experiment involving more than 2,400 experienced American gamblers. Participants were given small amounts of money to keep or gamble with (in the hope of making more); those who chose to gamble played an online slot machine. Those given house-edge warnings were less likely to initiate and continue betting than were participants who read return-to-player labels.

In that study, the warning labels were prominently displayed on the slot machine screens. In the United Kingdom, regulations state that warning information "must be easily available." This phrasing could be interpreted to mean that warning information should be as prominent as a front-of-pack nutrition label. But because the regulations do not provide a definition for what "easily available" means, gambling operators could conceivably use the ambiguity to avoid displaying the warning so prominently. For this reason, in a new experiment, we examined the visibility of warning labels along with the prevalence of the two cost-of-play formats.
Real-Life Warning Labels

Our study included 363 online roulette games hosted by 26 major gambling operators (see the Supplemental Material for fuller details of our method). The U.K. online gambling sector is vast and growing, so we made an effort to compare one standard product across multiple gambling operators. We chose roulette because it is highly popular in U.K. online gambling and because roulette is a standard casino game that is not likely to vary substantively across operators.

A return-to-player statement appeared on 357 of 363 roulette games (98.3%). Not a single house-edge statement appeared. (See note A for information on the labels of the remaining games.) In addition, the labels were difficult to find. To see the return-to-player statements, gamblers had to click an average of 1.28 times (SD = 0.58) to navigate away from the main roulette game window. (See note B for more on the statistical terms used in this article.) The screens with the return-to-player statements contained large amounts of text. A later analysis of a random sample of 10 roulette games revealed an average of 2,078 words on the screen (minimum = 875 words, maximum = 3,450 words). Overall, 38.1% of return-to-player statements were found in the first third of the text, 46.8% were found in the middle, and 15.1% were found in the last third of the text. Relative to other text on the screen, 95.5% of return-to-player statements used the smallest font size, and 99.7% (all games but one) used the lowest level of text boldness. Additionally, 16.8% of return-to-player statements used only an acronym to describe the return-to-player information—such as, “RTP is 97.2973%.” Thus, gambling operators overwhelming used sludge rather than a nudge for their required warning label.

These results suggest that the warning labels in current use by gambling operators are less effective than they could be. Operators consistently presented low-prominence return-to-player warning labels, even though information that was either more prominent or that used the house-edge framing would likely have been more helpful to consumers. Operators could have many reasons to choose one format and a specific visibility over another; for instance, perhaps other actors, such as software providers or consultants, made the decision. Regardless of who made the decisions, though, it appears that in the real world of online gambling, what was intended by U.K. regulators to be a nudge has instead turned into sludge.

These findings are relevant to policymakers who set the United Kingdom’s gambling regulations. However, the study has some limitations. Although we surveyed 26 large operators, the roulette games used in the study may have come from the same small pool of industry consultants or software providers. A wider investigation of more games or U.K. operators could be one way to improve on this study, although it could still end up drawing from the same small pool and thus might not meaningfully increase the sample size. Perhaps a better approach would be to investigate a different market. Some research of this sort has been done. For example, a high number of virtual video games across the world now contain gambling-like elements called loot boxes, which provide randomized rewards, usually for a price. Their use has been linked to problem gambling. The Chinese government announced that video game companies would have to publicize loot box odds of winning but gave companies discretion over whether to disclose them in the game or only on their websites. A study of Chinese loot box warning labels found that, as with the U.K. online roulette games, most Chinese online video games offering loot boxes provided suboptimal disclosures by displaying this information in hard-to-reach places.

Policy Recommendations

We know of no previous research examining how gambling operators interpret the regulatory requirement to provide easily available warning labels, and we find it worrisome that so many operators do not make the labels prominent and do not use house-edge framing. We believe that to help reduce the negative consequences of gambling, regulators in the United Kingdom and elsewhere should ensure that players are
provided with the most useful cost-of-play information possible so that they can make informed choices when deciding to gamble.

Although prominent house-edge information appears to be more effective than the current return-to-player information given to gamblers, other formats might also turn out to be useful. For instance, a recent study found that a volatility warning, which says that the cost-of-play odds being presented hold true only in the long run, produced beneficial changes in gambling behavior. Thus, a label optimized according to the current state of knowledge might read, “This game keeps 10% of all money bet. It takes millions of plays for a gambling game to tend toward its average return. A gambling game will not return a minimum value of prizes in any given period of gambling.”

Of course, a label serves no purpose if a player cannot see it. Regulators should clearly and unambiguously spell out the optimal placement of gambling information, as is done for tobacco. Although cigarette warning labels have changed over the years, regulations in various countries have always insisted on precise and visible positioning of the warning label on the front, sides, or back of the packs. The United Kingdom’s loose regulatory guidance on gambling warning label placement has meant that gambling operators often display the required warning labels where gamblers are unlikely to notice or pay attention to them. Lack of clarity on where labels should be positioned is another way that the regulations can encourage self-defeating behavior—that is, they become sludge.

In this article, we have focused on education as a regulatory goal, as is the case with nutrition labeling. Some regulators, however, may be sufficiently convinced by the evidence on gambling harm to consider strategies beyond straightforward education. With tobacco, behavior change was effected in part by replacing text-based warnings with graphic warnings that evoke fear. Enhancing gambling warning labels with similar fear-based appeals could prove to be even more effective at changing gambling behavior than the warning labels we have discussed, and they are worth considering.

endnotes

A. The remaining six games included information that did not deliver return-to-player or house-edge information. Instead, these messages conformed to at least one of the two other allowed categories, which are either “a description of the way the game works and the way in which winners are determined and prizes allocated” or “the probability (likelihood) of winning events occurring.”

B. Standard deviation is a measure of the amount of variation in a set of values. Approximately two thirds of the observations in a normally distributed data set fall between one standard deviation below the mean and one standard deviation above the mean.
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Encouraging COVID-19 vaccination through behaviorally informed reminders: Results from a national randomized field experiment in Israel

Adi Berliner Senderey, Reut Ohana, Shay Perchik, Ido Erev, & Ran D. Balicer

abstract
Inducing people to get vaccinated is critical for controlling the spread of COVID-19. We explored the effectiveness of two text messaging strategies for encouraging unvaccinated individuals to get their COVID-19 vaccination. One message emphasized social norms to harness people's tendency to act in ways that line up with society's expectations. The other message underscored the personal medical benefits of vaccination. Both messages indicated that the vaccine was reserved for the recipient at a nearby location. Over the course of eight days, the percentage of people who got vaccinated after receiving the medical benefit message was 2.1% higher than the percentage of people who got vaccinated after receiving the social norm message ($p < .001$). Our findings indicate that designing vaccination reminders that highlight the medical benefits of vaccination in addition to the availability of the vaccines can increase vaccination rates.

Finding strategies to boost vaccination rates is essential to controlling the COVID-19 pandemic. In this article, we report on a study we conducted to compare the efficacy of two behavioral science–informed text message–based interventions, which we tested on nearly 800,000 unvaccinated members of Clalit Health Services (CHS), the largest health care provider in Israel. CHS provides primary, specialty, and inpatient care, and its comprehensive data warehouse combines hospital and community medical records.

Previous studies have demonstrated that carefully worded reminders informing patients that vaccines are reserved specifically for them are effective nudges—that is, gentle ways of influencing behavior that neither restrict choice nor significantly change people’s economic incentives. In two large multipronged studies, these reminders increased influenza vaccine uptake by an average of 5%. Our experiment builds on this finding, comparing the efficacy of two additional nudges: one that emphasizes social norms and another that focuses on the medical benefits of the vaccine.

Invoking social norms harnesses people’s tendencies to act in ways that line up with other people’s expectations. This strategy is often effective in encouraging beneficial health-related behaviors. For example, social norm nudges have outperformed other types of nudges in reducing no-show rates for medical appointments; they have also increased hand sanitizer use among hospital visitors. In particular, informing individuals of the most socially acceptable behavior in a given setting or situation has been highly persuasive in motivating them to follow the norm.

In the context of vaccination, however, emphasizing the social norm could backfire. Because vaccines can also protect the unvaccinated through indirect effects, a message that suggests that others have gotten vaccinated can lead to the free rider phenomenon, in which people decide to simply rely on the protection others provide rather than to protect themselves. In situations where the free rider phenomenon might discourage vaccine uptake, messages that underscore the medical benefits of getting vaccinated might be more persuasive. In our experiment, we set out to test that hypothesis.

Method

To compare the effects of the social norm and medical benefit nudges we have described, we designed a study in which eligible unvaccinated CHS members were randomly assigned to receive one of two reminders about a week after they received what we called a baseline reminder, which merely informed recipients of the vaccine’s availability. After another week, we compared the relative effects of the social norm and medical benefit reminders on COVID-19 vaccination rates.

In Israel, COVID-19 vaccination efforts began on December 20, 2020, and by February 4, 2021, vaccines were available to everyone ages 16 years and older. Using CHS’s comprehensive health care data warehouse, we identified all unvaccinated members in this age group with a valid cell phone number who, when they joined CHS, had consented to receive text or voice reminders on their cell phones—a total of 783,844 people. See Figure 1 for details of our selection procedure.

On February 8, 2021, all of these individuals were sent the baseline reminder to get vaccinated via the same texting system that CHS uses to send its members reminders of upcoming appointments, notifications of available clinical services, and the like. This message read, This is a reminder to get vaccinated for COVID-19. This is the quickest way to get back to daily life. The vaccine is available for you at the closest CHS vaccination area [link]. If you’d prefer, you can schedule an appointment [here].

In our experiment, we set out to test that hypothesis.

Core Findings

What is the issue?

Increasing vaccine uptake against communicable diseases like COVID-19 is critical to managing public health resources and outcomes. To do so, public health authorities have used different messaging strategies. It has been found, however, that messages designed to emphasize the personal medical benefits of vaccination are more effective than those based on social norms and peer pressure.

How can you act?

Selected recommendations include:

1) Highlighting the personal medical benefits of getting vaccinated in messaging strategies
2) Testing different vaccine messaging strategies’ effectiveness to continuously improve outcomes

Who should take the lead?

Leaders and policymakers in public health
Figure 1. Flowchart showing how Clalit Health Services (CHS) study participants were chosen

CHS unvaccinated members, 18 years of age and above
N = 835,282

Invalid telephone number or declined phone-based reminders
n = 51,438

CHS unvaccinated members with a valid telephone number and consented to receive phone reminders when joined CHS
n = 783,844

Members assigned to the medical benefit reminder
n = 391,922

Members assigned to the social norm reminder
n = 391,922

Text reminders failed because of technical malfunctions
n = 2,471

Text reminders failed because of technical malfunctions
n = 12,969

CHS unvaccinated members received a medical benefit reminder
n = 389,451

CHS unvaccinated members received a social norm reminder
n = 378,953

Note. If the text reminder failed, members received a voice reminder.

We then randomly assigned each of these individuals to receive one of two additional text message reminders a week later—at 10 a.m. on February 16, 2021—excluding anyone who had scheduled a vaccination appointment by then.

One of these reminders indicated that getting vaccinated was the social norm. It read,

It’s time for you to join 3.5 million vaccinated citizens who protected themselves and those they care about. The vaccine is reserved for you today, at the [closest CHS vaccination area] until 21:00. If you’d prefer, you can schedule an appointment [here].

The other reminder emphasized the medical benefits of the vaccine. It stated,

In a large scale research study conducted by the Clalit Research Institute, the vaccine was found to be effective and reduces 94% of COVID-19-related morbidity! The vaccine is reserved for you today, at the [closest CHS vaccination area] until 21:00. If you’d prefer, you can schedule an appointment [here].
The number of people who received the social norm and medical benefit reminders by text message was roughly equal—378,953 and 389,451, respectively—but differed slightly because of technical glitches that predominately affected those assigned to the social norm group. Because of the glitches, an additional 15,440 members who did not receive the text message reminder instead received an identical recorded voice reminder. For our analysis, we focused on the effect of the text message reminders and so excluded those who received the voice reminders from our main analysis, although we did calculate how many of them got vaccinated during the eight-day study period. Including them in the analysis would not have changed the findings appreciably (see Figure S1 in the Supplemental Material for more details).

We made sure that the two groups did not differ clinically, demographically, or in other ways that could confound the results (see Table S1 in the Supplemental Material for details). Approximately half of each group was female, and the average age of participants was 37.5 years for both groups.

We then recorded the percentage of people in each group who received the COVID-19 vaccine each day of the week after the intervention. The data were analyzed using chi-square tests. We considered differences between the groups to be statistically significant when p values from two-sided tests (those allowing for both positive and negative effects of an intervention) were .05 or less. (See note A for more details about the statistics mentioned in this article.)

Results

Figure 2 shows the results. The medical benefit reminder had an immediate effect and was more effective than the social norm reminder. One day after members received our intervention, the daily vaccination rate was 3.6% among those who received the medical benefit reminder and 3% among those who received the social norm reminder. The advantage of the medical benefit nudge remained clear throughout the study. Over the eight days, the total percentage of people who got vaccinated—the cumulative vaccination rate—was 23.8% among members who received the medical benefit reminder and 21.7% for those who received the social norm reminder; that is, the medical benefit reminder increased the vaccination rate 2.1 percentage points more than the social norm reminder did, a statistically significant result (p < .001). Both messages improved the vaccination rate over baseline, which was 16.4% just prior the intervention.

We were aware that if individuals in the same household received different intervention messages, the effect of one message could be influenced by the other message, given that these individuals are likely to make vaccination decisions together. We wondered how this dynamic might affect responses to the reminders. We therefore conducted a household-based analysis (see Figure S2 in the Supplemental Material). Households were defined as two partners aged 18 years or older living at the same address. (All participants under the age of 18 years received the reminder through their parents.) We included 154,808 households in this analysis, of which 55,329 received heterogeneous reminders (one social norm reminder and one medical benefit reminder). In households in which both members received the medical benefit reminder, the vaccination rate rose to 23.6%, significantly higher than the 21.4% rate in households in which both members received the social norm reminder (p < .001), which was in line with our broader findings. In households with mixed interventions, the effects roughly averaged out: 22.7% of members who received the medical benefit reminder got vaccinated and 22.3% of those who received the social norm reminder got vaccinated. The result is consistent with the idea that the medical benefit reminder has a greater effect on vaccination decisions than the social norm reminder does.
Figure 2. The percentage of people vaccinated per day before & after the intervention & the cumulative rate

Note. The graphs show that vaccination rates increased more on a daily basis (line graph, top) and cumulatively (bar graph, bottom) after study participants received the medical benefit reminder than after they received the social norm reminder. The dips on February 12–13 and February 19–20 in the line graph reflect lower vaccination rates on the weekends, when some vaccination stations were closed. The increase in the daily vaccination rate after the weekend of February 21—which was similar for both intervention groups—was likely due to the implementation of a national policy that granted vaccinated people access to public facilities.
“text messages that simply inform people that a vaccine is reserved for them can increase vaccination rates”

Conclusion & Policy Implications

Previous research has demonstrated that text messages that simply inform people that a vaccine is reserved for them can increase vaccination rates.\(^4\,^5\) In this study, we compared two types of messages that build on the "reserved for you" message and found that an addition emphasizing the medical benefit of a vaccine was more effective than one that focused on the social norm of receiving a vaccine.

Why would the medical benefit message be more effective than the social norm one? One reason may relate to its emphasis on protection. Prior research has shown that reminders stressing personal protection work about as well as those that stress the protection of others in convincing people to get a flu shot.\(^5\)

In our study, the medical benefit reminder underscored both the personal and the societal protection the vaccination provided in its mention of an evidence-based reduction of overall COVID-19-related morbidity (that is, the vaccine reduced the chance of severe disease). By contrast, our social norm reminder did not stress protection so much as apply peer pressure, pointing out that a large number of citizens have already protected themselves and those they care about. As such, our results suggest that when it comes to vaccination, messages that highlight protection or safety, whether individual or societal, may be more convincing than those that rely on people wanting to follow the crowd.

Another reason for the heightened efficacy of the medical benefit reminder could be that it is better at combating procrastination. By the time the intervention took place, COVID-19 vaccines had been available for more than a month. Some of the individuals who had not yet been vaccinated may have been vaccine skeptics, but at that relatively early stage of the vaccine rollout, many were probably simply procrastinating. The medical benefit reminder may have had an outsized influence on procrastinators because the data supporting a big reduction in morbidity injected some urgency into the vaccination decision.

As Figure 2 shows, a large increase in vaccine uptake occurred about five days after both study interventions, around February 21, 2021. This spike may have stemmed from the national implementation of the Green Pass policy, in which those with vaccine certification (a Green Pass) were granted access to public facilities\(^14\,^15\)—a change that would be expected to increase COVID-19 vaccination rates across the nation. The relative advantage of the medical benefit nudge over the social norm nudge did not change, which indicates that this difference is robust.

Overall, our results show that both of the strategies we tested were beneficial but that medical benefit messages like the one we sent would likely be the most effective in future campaigns. Policymakers beyond Israel could use this central finding to potentially improve the effectiveness of their own COVID-19 vaccine promotion programs.

Endnote

A. Editors’ note to nonscientists: For any given data set, the statistical test used—such as the chi-square \((\chi^2)\) test, the \(t\) test, or the \(F\) test—depends on the number of data points and the kinds of variables being considered, such as proportions or means. The \(p\) value of a statistical test is the probability of obtaining a result equal to or more extreme than would be observed merely by chance, assuming there are no true differences between the groups under study (this assumption is referred to as the *null hypothesis*). Researchers traditionally view \(p < .05\) as the threshold of statistical significance, with lower values indicating a stronger basis for rejecting the null hypothesis. The analyses in this study were performed with the following software: R version 3.5.3, Python version 3.6, Anaconda version 5.1.0, and tableone version 0.6.6.
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Ventilator allocations: The effect of mere identifiability

Ilana Ritov & Stephen M. Garcia

abstract

The COVID-19 crisis has raised a dire dilemma among medical professionals. Faced with a shortage of critical equipment and supplies, how do hospital administrators and physicians determine whether to divert resources from one patient to another? Most decision-makers will prioritize saving younger patients over older ones, because older patients generally have a much shorter life expectancy. But emotions, such as those elicited when a patient’s name is known and the patient is thereby humanized, can interfere with rational decision-making. At the height of the pandemic, we conducted three studies in which participants were asked to imagine being hospital officials tasked with allocating ventilators under two conditions: when the affected patients were and were not identified by name. Participants were less likely to reassign a ventilator from an older patient to a younger one when the patients had been named than when they had not. These results suggest that decision-makers are more likely to make the efficient choice—the one that should save more years of life—when the individuals affected by the choice remain anonymous. When patients are humanized by being named, less rational and more emotional considerations appear to govern how people choose to distribute lifesaving equipment. Our findings imply that keeping patients anonymous may help facilitate the efficient allocation of scarce medical resources.

The COVID-19 pandemic has created a shortage of medical equipment unlike any that the United States has experienced in this century. The limited supply of ventilators and other advanced medical resources creates major roadblocks to providing optimal care for severely ill COVID-19 patients. As a result, professionals in many health care settings have been forced to ration potentially life-saving equipment and have not always done so in a rational manner. In response to this situation, the medical community has sounded the alarm that “hospitals and states urgently need to establish and implement policies that more fairly allocate these scarce resources.”

But what does “fairness” look like? If, for instance, the supply of ventilators is limited, who is going to receive one? Under a wide range of circumstances, most people will prioritize the health of younger people over older ones. This choice, as Geoffrey Goodwin and Justin Landy have put it,

is usually thought to be based on a years left argument—all else equal, younger individuals have a greater number of valuable life years ahead and so ought to be prioritized in order to maximize future outcomes . . . and, separately, a years lived, or fair innings, argument—younger individuals have not had as much time to live and should be prioritized on the grounds of fairness.

Yet there are some barriers to maximizing the rational distribution of these resources, or making the “efficient” choice. One of these barriers arises when decision-makers know the names of the patients in question, which tends to humanize them. In this article, we explore how merely identifying a patient who is on a ventilator or who does not have a ventilator but needs one influences the likelihood that a decision-maker will assign the ventilator to the more “deserving” patient. We show that the identifiability of patients weakens the impact of efficiency, or utilitarian, considerations in ventilator assignment and makes allocation decisions more difficult.

![Core Findings](image)

**Theoretical Background**

Identifying individuals makes them more vivid. Vividness is important because decisions that affect people who seem real are likely to engage people’s emotions, whereas decisions about people in the abstract are more likely to be processed in a rational, deliberative mode. The behavioral science literature has shown that merely identifying a target of a decision has the power to change decision-makers’ actions in many domains. For example, people are more likely to donate to a cause if one particular beneficiary has been identified than if a group of needy individuals has been presented.

Further, people in general do not like to cause harm, and they particularly do not like to cause harm when those who will be hurt are viewed as individual people rather than as abstract entities. This reluctance to do damage in the face of mere identifiability has already been demonstrated in other settings. For example, researchers have found that people’s support for affirmative action declined more when an individual who would be affected negatively by affirmative action could be pinpointed than when the person was not identified.

Similarly, in the justice system, researchers have determined that people were more lenient in their recommendation for punishment when perpetrators were identified than when they were not.

In the case of allocating resources such as ventilators, harm is a real possibility. It is likely that the people making the decision believe (correctly) that the individual removed from the ventilator has a high probability of dying as a result. In this article, we propose that because people are reluctant to harm a specific individual, decision-makers will be more averse to reassigning a ventilator after the patient on the ventilator has been identified by name than when the patient has not been identified.

We further argue that the degree of reluctance to cause harm can differ depending on whether the harm results from action or inaction. Deviating from the current situation—from the status quo—is perceived as an action, whereas accepting the status quo is considered an omission. Our earlier research demonstrates
that people regret a bad outcome of a decision more if the harm was caused by an action than if it resulted from inaction.\textsuperscript{11–13} For hospital workers, moving a ventilator from an older patient to a younger one would be perceived as active harm, because it involves making a change from the existing situation. Not giving the ventilator to the younger candidate, which can be considered the default condition, would be experienced as harm through omission. Thus, when a decision-maker would actively cause harm by moving the ventilator from the older patient to the younger one, knowing the names of the patients would be expected to particularly heighten discomfort over the action and increase the likelihood of deciding that the person already on the ventilator will stay on the ventilator.\textsuperscript{13}

Decision-makers may sometimes face a choice between two patients needing a single ventilator when neither person is yet attached to the machine—a situation we describe as having no status quo. In this case, one might expect decision-makers to have no worries about actively causing harm and thus to prefer the efficient option of giving the ventilator to the younger patient. Still, identifying the potential recipients of the ventilator may influence the decision even in this situation. When the patients are identified, emotional reactions—particularly the negative feelings associated with harming by omission the patient who will not receive the ventilator—could pull decision-makers away from efficiency and decrease their preference for the life-maximizing option of giving the ventilator to the younger person.

Method Overview

We tested the effects of mere identification on ventilator allocation by assigning 1,074 participants to three separate studies. The participants were recruited from Amazon Mechanical Turk and paid to participate in this research.

In all of the studies, we randomly assigned participants to either the identified or the unidentified condition. In the identified condition, the younger and older patients were named either “Joshua Frey” or “Jack Evers,” with the names counterbalanced across conditions (half of the time the younger patient was Joshua, half of the time he was Jack). In the unidentified condition, no names were mentioned.

Study 1

Method

Study 1 focused on whether identifying patients by name would affect the likelihood that an administrator would make the theoretically efficient decision to reassign a ventilator from an older patient to a younger patient in need of the device. We asked 255 participants (87 women, 168 men) to imagine that they were hospital administrators deciding how to allocate a single ventilator in an ICU. The participants read the following explanatory text:

"Identifying individuals makes them more vivid"
The ICU in the hospital is completely full, and a new patient comes in with severe respiratory failure. The new patient is 35 years old. The only possibility to treat him is to connect him to a ventilator. To do that you must disconnect from the ventilator another patient, age 83, who also suffers from severe respiratory failure.

Participants were asked to respond yes or no to the question of whether they would disconnect the older patient from the ventilator and give it to the new patient. We predicted that fewer people would reassign the ventilator to the younger patient when the older and younger patients were identified by name than when they were not identified.

Results
Consistent with our hypothesis, the statistical analysis showed that a smaller proportion of the participants said they would disconnect the older patient from the ventilator to help the younger patient when the patients were identified (42.6%) than when they were not identified (55.6%; $\chi^2 = 4.313, p = .038$). That is, not identifying the patients led to the more efficient, or rational, choice. (See Figure 1. Print readers: Color versions of the figures are available online.) For a discussion of the statistical terms used in this article, see note A.

Study 2
Method
In Study 2, we addressed the same question as in Study 1 but also evaluated whether considering hypothetical future patients would produce results that differed from those produced when participants considered unidentified patients in the present. This study involved 350 participants (137 women, 211 men, two unspecified) and three conditions: the two conditions from Study 1 (identified versus unidentified), plus a new one relating to the future.

We randomly assigned participants to the identified, unidentified, and future conditions. In the identified and unidentified conditions, we presented the same scenario we used in Study 1. In the future condition, participants read a description of a hypothetical future situation in which an administrator would have to consider reassigning a ventilator from an older patient to

![Figure 1. Percentage of participants choosing to disconnect the older patient & give the ventilator to the younger patient (Study 1)](image)

Note. In the identified condition, participants were told the patients' names, whereas in the unidentified condition, patient names were not provided. Error bars reflect 95% confidence intervals.
a younger patient who needed one. This hypo-
thetical situation did not identify the patients by
name. Thus, the participants were considering
situations relating to unknown people. In that
sense, our future condition was similar to the
unidentified one.

Participants in all conditions were asked
whether they would disconnect the older
patient from the ventilator and give it to the
new patient. In Study 2, we changed the way
we measured the intention to disconnect, now
using a seven-point scale ranging from 1 (defi-
nitely no) to 7 (definitely yes). We predicted that
because of reluctance to cause harm to named
individuals, the participants would be less likely
to give the ventilator to the younger patient in
the role of administrators were to favor the
younger life. (See Figure 2.) We also observed
a difference between the identified and future
conditions that approached significance ($M = 3.74$ versus $M = 4.24$, $p = .060$). As expected,
the unidentified and future conditions did not
significantly differ ($M = 4.28$ versus $M = 4.24$, $p = .872$). See the Supplemental Material for more
details on these analyses.

**Study 3**

**Method**

In Study 3, we examined whether deci-
sion-makers would respond differently to
patient identification in the absence of the influ-
ence of an existing status quo—that is, when the
older patient was not already on a ventilator. We
asked 469 participants (191 women, 277 men,
one unspecified) how they would allocate a

Figure 2. Mean ratings of intention to disconnect the older patient & give the
ventilator to the younger one (Study 2)

![Figure 2](image)

Note. In the identified condition, participants were told the patients’ names, whereas in the unidentified condition, patient
names were not provided. In the future condition, participants considered the same scenario as a hypothetical future choice
between two unnamed patients. Higher numbers indicate a greater tendency to give the ventilator to the younger patient.
Error bars reflect 95% confidence intervals.
Sacrificial dilemma
A choice between letting several people die and saving those people by sacrificing fewer other people

Utilitarian decision
Rationalist optimization based on net cost-benefit of assumed outcomes

Deontological choice
Following rules that define moral obligations to others

The status quo condition participants were asked whether they would disconnect the older patient from the ventilator and give it to the younger patient. They rated their responses on a 7-point scale ranging from 1 (definitely no) to 7 (definitely yes). Participants in the no status quo condition were asked to identify which patient—the 35-year-old patient or the 83-year-old patient—they would connect to the ventilator. They rated their responses on a 7-point scale ranging from 1 (definitely the older patient) to 7 (definitely the younger patient). Half of the participants in the status quo and no status quo conditions had the patients identified by name. Study participants thus fell into four groups: identified, no status quo; unidentified, no status quo; identified, status quo; unidentified, status quo.

We hypothesized that when there was no status quo, participants would be more likely to make the rational choice; that is, to give the ventilator to the younger patient. But we also reasoned that identifying the potential recipients by name would heighten the emotional reaction of the decision-makers, especially by eliciting negative feelings about harming the patient who would not receive the ventilator. This reaction would discourage participants from making the life-maximizing choice to give the equipment to the younger patient, who likely had more years to live. Thus, we predicted that identifying the patients by name would reduce life-maximizing efficiencies in both the presence of the status quo, when the decision-maker is deciding whether to reassign the ventilator, and in the absence of the status quo, when neither participant is on the ventilator.

Results
As in the earlier two studies, our statistical analysis found that participants were less likely to give the ventilator to the younger patient when the two patients were identified by name than when they were unidentified (M = 4.41 versus M = 4.88). This effect of identifiability on resource allocation was statistically significant, F(1, 465) = 7.494, p = .006, η² = .016.

We also found that whether participants encountered a status quo situation or a no status quo situation had a significant effect on their decisions, F(1, 465) = 39.603, p < .001, η² = .078. As predicted, participants tended less toward giving the ventilator to the younger patient in the status quo situation (in which the older patient was already on the ventilator) than when the two patients showed up at the hospital simultaneously (M = 4.11 versus M = 4.64).

Additional analyses implied that identifying patients by name influences decision-making in both the presence and the absence of the status quo. (See Figure 3.) Comparing the identified and unidentified means separately for each status quo condition yielded a significant or nearly significant difference in mean intention to give the younger patient the ventilator under each of the two conditions. In the status quo condition, the mean score for the intention to give the ventilator to the younger patient was lower for the identified condition (3.88) than for the unidentified condition (4.35), t(230) = 1.805, p = .037. Likewise, in the no status quo condition, the mean was 4.94 for the identified condition but 5.39 for the unidentified condition, t(235) = 2.098, p = .037. See the Supplemental Material for additional statistics.

Aggregate Analysis of the Three Studies
By combining the results of all three studies in an approach known as a single-paper meta-analysis,14 we estimated the impact of patients’ identifiability on intentions. Because Study 1 did not use the 7-point scale applied in
the other two studies, we recoded the data in Studies 2 and 3 so that all three data sets would be comparable. Scores above the midpoint in Studies 2 and 3 were coded as an intention to give the ventilator to the younger patient, and scores below the midpoint were coded as an intention to not give the ventilator to the younger patient. (See the Supplemental Material for more details.) The result was .108, 95% CI [.040, .176]. That is, about 10% more of the decision-makers in this life-or-death situation were inclined to believe that the older patient should have the ventilator instead of the younger one when the patients were identified by name than when they were not. The effect is not large, but it nonetheless seems remarkable, especially when potentially aggregated over hundreds, if not thousands, of lives.

General Discussion
The COVID-19 crisis has revealed the dire dilemma of providing medical services when crucial equipment is in short supply. When resources—such as respiratory ventilators—are scarce, hospital administrators may feel that the best decisions are those that maximize the common good, such as by saving the most years of patient lives possible. The research presented in this article shows that one factor that may impede people’s ability to make rational life-maximizing allocation decisions is the identifiability of the patients. More specifically, we show that people are less likely to reassign a ventilator from an older patient to a younger one when the patients have been identified by name than when they have not (Studies 1 and 2). We also found that identifying patients by name decreases the frequency of choosing the efficient life-maximizing option even when no patient has a ventilator yet—that is, when no status quo has yet been established (Study 3).

Implications for Theory
The dilemma we present in this article shows the tension between two kinds of reasoning that people can engage in simultaneously. On the one hand, decision-makers may feel that the rational, utilitarian decision—what we have called the efficient option—is optimal. Such decisions are based on assumed outcomes, for instance, on the belief that a younger patient on
“identifying by name the persons affected by one’s actions may influence people’s decisions”

a ventilator will live longer than an older patient with the same equipment. On the other hand, people may also feel a need to follow rules, such as the Ten Commandments, that define their moral obligations to others (this is called the deontological choice). That is, they may feel it is more ethical to keep alive someone who is already on a ventilator than to remove that ventilator to save someone else. Choosing how to allocate lifesaving ventilators amid a scarcity of resources (when making the efficient decision can feel immoral because it will harm someone) can be viewed as a special case of what has come to be termed a sacrificial dilemma. The classic and most studied sacrificial dilemma is the trolley problem, in which the decision-maker has to choose whether to sacrifice one person to save several others from a runaway trolley.15–20

Research on the trolley problem suggests that judgments based on emotional reactions to actions rather than to outcomes account for preferring the inefficient option.15,16 Although identifiability effects have not been explored in this context, our findings suggest that identifying by name the persons affected by one’s actions may influence people’s decisions. Future research may examine the effect of identifying the victims on the choices people make when faced with trolley-type moral dilemmas.

Implications for Practitioners
On the basis of our research, we offer the following practical advice for hospital officials who play a role in the distribution of scarce medical equipment such as ventilators.

Establish Priorities for Allocating Resources. For hospital employees to make efficient decisions, some information about the patients in question must be available. For example, age is a legitimate factor to consider: Prioritizing the young over the old is the utilitarian choice. Other factors might include a patient’s preexisting health conditions, whether a patient is a frontline health care worker, and whether a patient is a key decision-maker with responsibility for other people. Establishing and disclosing criteria for allocating resources not only helps avert a dilemma but also adds transparency to the whole allocation process, which will benefit everyone involved: the patients, the medical professionals, the administrators, and the public at large.

Rules are often difficult to craft, yet if criteria are not established, information that may be regarded as irrelevant or even prejudicial—such as one’s social, economic, or national status—may pollute an otherwise fair process. For example, allocation decisions may no longer maximize life if decision-makers are reluctant to reassign a ventilator or any scarce medical equipment from a wealthy old individual to a poor young individual or from a native old individual to a foreign-born young individual. Although age is arguably a relevant factor in such efficient allocations, decision-makers should always beware any irrelevant information that may violate lifesaving goals. That said, we acknowledge that some utilitarian perspectives, however distant from our own, may argue that variables such as wealth are relevant because they signal that someone is more likely to survive and thus deserving of scarce medical equipment. Conversely, some would argue that justice calls for the ventilators to go to historically underserved populations.

Uninvolved Third Parties, Not People on the Front Lines, Should Allocate Scarce Resources. In cases where protocols have not been established to avert a dilemma, it would be better to have someone other than frontline personnel who are treating the patient make an allocation decision. In this time of COVID-19, medical professionals and staff should learn patients’ names, especially when these patients cannot receive family and friends as visitors. However, if
maximizing life is important, it is more likely that personnel who do not know the patients, such as triage officials, or even impartial computer systems will make the efficient decision. It is important that the frontline worker providing information to the decision-maker not convey any bias, especially with respect to information that might evoke empathy.21–24

Ask the Patient. Finally, a decision-maker can always ask the patient directly about how the patient feels about giving a ventilator to someone else. Indeed, research suggests that people, despite being self-interested, can sometimes make a utilitarian decision even when that decision jeopardizes their own lives.19 The international press widely reported the story of 72-year-old Italian priest Don Giuseppe Berardelli, who died after choosing to give his ventilator to a younger patient who was in need. Thus, patients themselves may be willing to make a personal sacrifice, even the ultimate one, to maximize someone else’s life.

Even though the supply of ventilators has increased since the start of the pandemic, similar dilemmas around allocating life-saving resources to patients may well transpire again, perhaps during a future pandemic. We hope that our work leads to the creation of protocols that will ease the decision-making process in these difficult situations. In addition, we believe that beyond demonstrating the effect of identifiability on life-and-death decisions in the era of COVID-19, our research contributes more generally to the understanding of identifiability as a barrier to efficient choice.

dendnote

A. Editors’ note to nonscientists: For any given data set, the statistical test used—such as the chi-square ($\chi^2$) test, the $t$ test, or the $F$ test—depends on the number of data points and the kinds of variables being considered, such as proportions or means. $F$ tests and $t$ tests are parametric: They make some assumptions about the characteristics of a population, such as that the compared groups have an equal variance on a compared factor. In cases where these assumptions are violated, researchers make some adjustments in their calculations to take into account dissimilar variances across groups. The $p$ value of a statistical test is the probability of obtaining a result equal to or more extreme than would be observed merely by chance, assuming there are no true differences between the groups under study (this assumption is referred to as the null hypothesis). Researchers traditionally view $p < .05$ as the threshold of statistical significance, with lower values indicating a stronger basis for rejecting the null hypothesis. In addition to the chance question, researchers consider how much effect a variable has on the statistical results, using measures such as $\eta^2_p$ (partial eta squared); $\eta^2_p$ values of .01, .06, and .14 typically indicate small, medium, and large effect sizes, respectively. Standard deviation is a measure of the amount of variation in a set of values. Approximately two thirds of the observations fall between one standard deviation below the mean and one standard deviation above the mean. A 95% confidence interval (CI) for a given metric indicates that in 95% of random samples from a given population, the measured value will fall within the stated interval.
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Encouraging employees’ active feedback & participation when rolling out major changes

Elizabeth A. Hood & Jean M. Bartunek

abstract

When managers and other leaders of organizational change (change agents) introduce and implement major changes, responses from other members of the organization can fall along both passive–active and positive–negative dimensions. Change agents usually treat positive (approving) responses as good and negative (disapproving) responses as bad. They often ignore the passive–active dimension—that is, the degree of energy with which organizational members affected by change (change recipients) respond to the initiative. We suggest that change agents instead focus more on this passive–active dimension and work to elicit active responses to change even when these responses are negative, because active responses can lead to valuable improvements in the initiative. We provide three recommendations for assisting organizational leaders in encouraging and learning from the active feedback of change recipients.

Organizational change is inevitable: To improve a business’s functioning, people at all levels must adapt to altered environments, embrace novel tools and techniques, and experiment with new processes. Such transitions and transformations are considered successful when they are implemented well (such that they are understood by organization members and endure after their initial rollout) and achieve their stated objectives. Today, the pace of organizational change is accelerating around the world for reasons as far ranging as technological and scientific developments, globalization, climate change, and the ongoing coronavirus pandemic.1,2 Yet research suggests that 50% to 80% of change initiatives fail.3–5

One of the most important factors influencing the success or failure of these initiatives is how the people we call change recipients (typically the employees whose work processes are altered) feel about and act on proposed and actual changes. Also important is how constructively the change agents (often the managers who direct these initiatives) address these responses. An illustration comes from Avinor, a private aviation company administered by the Norwegian government.6 In 2003, the company announced an urgent need to cut costs. Initially, employees accepted this news, both because civil aviation around the world was in poor economic straits and because management created processes to engage employees across levels in developing a plan to reduce expenses. But when the final plans—which included extensive layoffs and closing facilities—became public, support for the effort collapsed, because employees realized that the change initiative did not incorporate their feedback. Unions, which had initially supported Avinor’s changes, pushed back, challenging the plans openly and requesting an investigation of leadership’s numbers. By 2006, although management had implemented some 80% of the company’s proposed changes, the remaining 20% (which were meant to produce the most significant cost savings) had not been accomplished.

Managers and other change agents often blame failed initiatives on change recipients’ resistance.7 It is true that employees who are upset about a new initiative sometimes try to subvert it.8 It turns out, however, that even negative responses (as long as they are in good faith) can help a change succeed if the change agents make use of the respondents’ concerns to improve the proposal.9 In fact, Avinor’s experience features a common detail in stories of unsuccessful organizational change: When management fails to truly engage with the feedback and perspectives of all members of an organization, the lack of engagement can doom even plans with core goals that have strong support across a company.

Unfortunately, inattention to recipients’ responses when major changes are initially proposed or rolled out can not only undermine the effectiveness of the initiatives but also, at times, put the organization or the people it serves at risk. Employees, after all, often know the details of how changes can affect work processes and can identify ways that the initiative can be improved as well as aspects that might seriously damage the organization. Elizabeth A. Hood, the first author of this article, observed this dynamic firsthand when she worked for a company in which a manager altered processes so that the company could claim more work was completed for a large client than was actually the case. This unethical behavior was initially hidden from Hood. When she recognized it, she felt that, given the company’s culture, she could not say anything to her manager or others about ethical issues. She chose to ignore the directive and proceed in an unethical manner. Her response eventually led to her removal from that particular project and strengthened her desire to leave the company. In this case, management’s ignorance of Hood’s reaction ultimately harmed the company.

Another example comes from the recent Boeing 737 MAX crisis, which had devastating consequences. Boeing management had changed plans and decided to speed up the deployment of the 737 MAX series airplanes; later, when two of these planes crashed because of a system failure, investigations revealed that employees had already identified the problem but their perspectives had not been taken into account.10
Lives were lost because the company failed to give sufficient weight to employees’ knowledge and experience.

Next, we explore some factors that influence how change recipients make sense of initiatives—that is, how they assess the value and consequences of the initiatives—and how they feel and act on the basis of their understanding. Then we outline how scholars categorize employee reactions in terms of both how activated they are (how much energy employees display) and how positive or negative those reactions are. We argue that highly activated responses are at least as valuable to the organization and sometimes even more important than highly positive responses. Finally, we provide recommendations to help managers foster active responses to change initiatives.

How Employees Make Sense of Change

The recipients of organizational change evaluate new initiatives by how the changes may affect them personally and the organization broadly. They often identify the possible gains and losses from the initiative to determine how they want to respond. Individuals also evaluate a new proposal on the basis of what they know about the people implementing this change. For instance, they consider the managers’ apparent attitudes toward them as employees. When a manager and an employee have a good relationship, the employee tends to be more supportive of a new initiative. Individuals also think about change initiatives in light of how well aligned managers’ stated changes are with what actually occurs when management introduces new processes.

In addition, research shows that people who help shape, carry out, and provide insights into a change initiative typically form more positive perceptions of that change. Thus, managers’ involving recipients in the change process can greatly influence the success of the change initiative.

Further, studies suggest that as a change progresses, individuals’ responses typically shift. Some individuals shift from negative to positive evaluations, while others shift from positive to negative.

Types of Recipient Responses to Change

Organizational researcher Shaul Oreg and his colleagues have categorized change recipient responses on the basis of activation and valence. That is, individuals can respond to a change with passive or active behaviors and with positive or negative feelings. (See Table 1.)

Low-activation or passive responses refer to reactions that involve relatively little energy, regardless of whether the person’s feelings are positive or negative. For instance, individuals may simply not express their ideas about a given change. Absenteeism and low engagement are also examples of passive responses. By contrast, active responses are those that can be described as comparatively high energy, regardless of their valence. These responses, whether in words or in deeds, provide considerable feedback to managers and other change agents. This can lead to long-term positive consequences, even when the feedback causes some initial delays stemming from the change initiative’s being adapted or altered. With respect to valence, meanwhile, change recipients might embrace (feel positively toward) or reject (feel negatively about) a new initiative for any number of reasons.

Next, we outline what combinations of passive–active and positive–negative responses to change look like. To help translate past research so that managers and others can put its conclusions into practice, we describe the categories of change responses and how these responses apply in specific instances of change. We also describe some field studies that suggest contexts in which the types of responses might...
occur. These illustrations are important because change recipients’ responses do not occur in a vacuum, and case studies help illuminate the factors that can contribute to them. Finally, we include advice for ways that managers can respond constructively to the varied responses an initiative may receive.

Of course, organizational leaders do not always have time to consider employee responses before making changes—as when the COVID-19 pandemic suddenly forced employers to have their staff work from home. In this article, we focus on circumstances in which change recipients’ responses may have an important impact on the change.

Change Acceptance

In some cases, change recipients may approve of a proposed new initiative and do little to interrogate or engage with the change agents putting forward the proposal. In these cases, the change recipient may feel calm, relaxed, and contented.9 For example, when a manager recommends a new approach that seems to be a good idea to all involved, the employees may say they support it without raising any questions. This scenario might seem, on the surface, to be ideal. Indeed, when the change is simple and straightforward—not requiring initiative on the part of the change recipients—this turn of events creates no problems. However, when organizational members passively accept a change, they often do not take steps to explore what the initiative will mean in practice. As a result, they do not raise questions, give feedback, or engage in troubleshooting that would help the new process be implemented effectively.9 18 In these cases, the initial rollout may appear to go smoothly and quickly, but unexpected problems may arise during the change’s full implementation.9 19 20

Illustrative Field Study. In 2007, researchers John McAvoy and Tom Butler described an attempt at organizational change within a team of programmers.21 The change was intended as a new approach to software development, in which team members would collect stories of software user experiences as a way of receiving feedback. Team members were initially quite enthusiastic about this idea.

However, the collection and use of user stories was more complicated than it first appeared. After reviewing some of the collected user stories, team members realized that sharing the views and opinions found in the user stories might create conflict within their team, forcing the group to discuss topics about which team members had significantly differing opinions.21 The team members became reluctant to discuss user stories. Some individuals even placed obstacles in the way of applying insights from user stories—for instance, by arguing that the

<table>
<thead>
<tr>
<th>Table 1. Matrix of responses to change initiatives</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Passive behavior</strong></td>
</tr>
<tr>
<td>Positive feelings</td>
</tr>
<tr>
<td>Recipients agree with the change without interrogating or discussing it; they feel calm, relaxed, and content. Although seemingly beneficial, this response can signal that change recipients have not had an opportunity to think through the practical consequences (and potential pitfalls) of a change.</td>
</tr>
<tr>
<td>Negative feelings</td>
</tr>
<tr>
<td>Recipients disengage from the change process; they feel despair, sadness, and helplessness. This response may signal employees’ skepticism that managers will seriously attend to or engage with their perspectives and concerns. This reaction can predict problems not only for a change initiative but also within the organizational culture or for a given employee’s relationship with the organization as a whole.</td>
</tr>
</tbody>
</table>

stories needed more documentation than the project manager had initially thought necessary. Once team members started to encounter and acknowledge such difficulties, their commitment to the approach "effectively disappeared," McAvoy and Butler noted. The team stated that this process "was not worth the effort," even though, in theory, they continued to support the collection of user stories. Team members eventually reverted to their prior approach to software development, and the change initiative failed.

**Change Proactivity**

A positive, energetic approach to change is also possible. In these cases, employees and other change recipients support the change and foster its implementation. These individuals are generally eager to be engaged and provide feedback, which may lead to breakthrough ideas, or insights that emerge from asking important questions and applying the answers to carry out the change initiative. Such proactive responses promote successful change within the organization while also fostering interaction and collaboration between the people rolling out the change and those receiving it. People who react proactively in this manner are likely to express support for organizational change, defend it against attacks, and help develop it. Emotions related to change proactivity include excitement, elation, and enthusiasm.

**Illustrative Field Study.** Two organizational researchers, Lotte Lüscher and Marianne Lewis, conducted a field study of a change initiative in the Lego Group. The company was undergoing a comprehensive restructuring that would create self-managing teams at every level; this change would essentially eliminate the distinction between lower- and middle-level managers. The middle managers involved would need to find a way to understand and accept major changes in their managerial roles for the change to meet its objectives and thereby enable the new management structure to effectively replace the older one.

The Lego Company engaged Lüscher as a consultant. She conducted "sparring" sessions with the middle managers to help them work through and troubleshoot scenarios with this new management structure both before and after its introduction. In these sessions, the managers identified challenges they experienced and examined dilemmas they could not easily solve. For instance, managers were concerned about being responsible for the results of teams that they needed to allow to function more independently than they had in the past. Lüscher also helped them learn to allow leaders of the self-managing teams to work more autonomously while still requiring those teams to provide timely reports that enabled planning. These exercises allowed the managers to develop strategies to address problems inherent in the organizational change rather than being paralyzed by these challenges. Lüscher was helpful (and probably crucial) in encouraging the managers to be actively engaged in the process. As a result, the organization implemented the initiative smoothly.

**Change Disengagement**

In contrast to a passive, positive responder, who simply goes along with a change, a passive, negative responder quietly disengages from the change process. Disengaged individuals do not exhibit strong negative attitudes and may even appear to accept a change without actually doing so. Rather than complain or push back against the new proposal, they may take such actions as absenting themselves from discussions about a change, making errors, and dragging their feet at the implementation stage. Disengaged employees may feel despair, sadness, and helplessness. Compared with other employees, they tend to be more cynical and feel more negatively about their job. Hood’s example of her own experience represents a type of change disengagement. Hood did not challenge the manager: Given her prior experiences with the company, she believed that an active response would not
succeed. She simply did not go along with the unethical change.

As is true with people who accept change passively, the limited feedback provided by people who are disengaged may lead managers to mistakenly assume that implementation of a change will go well. However, implementation may be difficult if it depends on the participation of these disengaged individuals. Change agents are often unable to determine the reasons for disengagement and so lose opportunities to improve the change they are trying to lead.

Illustrative Field Study. Timo Vuori and Quy Huy documented Nokia’s attempts several years ago to develop touch screen phones to compete with Apple’s iPhone. Their study illustrates how managerial actions might lead to employee disengagement.

Their report revealed that prior to Apple’s introduction of the iPhone, Nokia’s top managers had information that the new product would feature a touch screen, which Nokia phones did not have. Upper management told middle managers that touch screens needed to be included in Nokia phones. However, upper management did not share the strategic rationale for doing so, nor did they adequately explain to middle managers the importance of touch screens to the future success of Nokia phones. The top managers did not have strong technical competence themselves and were more concerned about external competitors and shareholders than they were about their middle managers or their subordinates, whom they assumed could be pressured into accomplishing what was wanted.

Thus, middle managers were focused on accomplishing the technical tasks without understanding their overall purpose. These middle managers were afraid of upper management, because top managers at the company had a history of putting pressure on and responding very aggressively toward the middle managers. Vuori and Huy described the atmosphere as being one of fear. One middle manager, they noted, “was typically open and clear, but in certain meetings [with higher-level leaders], he became very quiet and when he spoke his voice was shaking.” Because of the culture of fear, the middle managers also were afraid of their colleagues in other units, so they never criticized others’ ideas, wary of what would happen to them in response. Even when Nokia’s middle managers knew that incorporating touch screens was proving difficult, they did not share this negative information with their top managers. Rather, they made over-optimistic promises that were ultimately unrealistic. “Fearing top managers’ immediate negative reactions, they remained silent or filtered information,” Vuori and Hoy noted. These responses gave top managers a distorted view of how Nokia was doing in response to the iPhone. The result of this dysfunction was that the company did not take the necessary steps to successfully deploy a touch screen phone. Nokia’s phones declined in quality and usability, product introductions ran late, the CEO was eventually dismissed, and these failings ultimately contributed to the decline and downfall of the company.

Change Resistance

Change recipients who have an active, negative response purposely set in motion forces that interfere with the successful implementation of change. The emotions associated with change resistance include stress, anger, and upset. Change resistance can initially seem undesirable, and in the short term, it often is. Active resistance is likely to slow down the change process and perhaps disrupt it entirely. It can also lead to reduced commitment to the organization and to lowered perceptions of organizational effectiveness. However, when resistance is not actively destructive, it can result in employees providing helpful feedback about the reasons a change may be problematic for its recipients. Some members resist organizational change because they desire to see the organization succeed and have legitimate concerns about a change. Therefore, in the long term, resistance may—if recognized and addressed—be helpful to the initiative. In this way, some forms of resistance can potentially result in proposals that foster the success of the
Resistance to organizational change benefits an initiative most during the planning stage, allowing change agents to learn about potential problems and modify their approach to avoid them. Change resistance is much more problematic once implementation begins. Thus, finding ways to obtain feedback, including negative feedback, from change recipients early on is a powerful policy.

Illustrative Example and Field Study. Many timely examples of change resistance have come about because of policies linked to the COVID-19 pandemic. As the highly contagious novel coronavirus spread in early 2020, companies had to adapt to the pandemic in part by switching to primarily remote work arrangements. As vaccines became available and virus cases declined, leadership at some organizations began to announce transitions back to pre-pandemic modes of working, for example, by requiring employees to come back into the office five days a week. However, in certain cases, employees have pushed back against such initiatives, citing concerns about the continued spread of the virus or the benefits of more flexible work arrangements. The responses of these individuals often illustrate thoughtful resistance to change initiatives.

An interesting field study of active resistance focused on members of an organization that is not a workplace but rather a religious organization, the Catholic Church. Betzaluz Gutierrez and her colleagues studied a case of resistance that was a response to a lack of organizational change that church members believed was crucial. In 2002, the Boston Globe began to publish revelations that some Catholic priests had abused children and that some bishops had subsequently covered up these incidents. Many Catholics felt pain, anger, betrayal, and shock at this news, and church attendance dropped precipitously. Some people who considered themselves “concerned Catholics” formed a group called Voice of the Faithful (VOTF). This group became a vehicle that gave lay Catholics a means of responding to the scandal, so as to take part in the church’s governance and alter “the passivity (among lay Catholics) that members came to see as a root cause of the abuse and cover-up.” This group grew to about 20,000 members within a few months. Partly in response to VOTF’s prodding, Catholic bishops in the United States did eventually establish a charter for the protection of children. The members of VOTF felt that taking action “enabled them to become part of the solution in an embattled institution,” Gutierrez and her colleagues noted.

Recommendations for Managers

On the basis of our earlier discussion, we suggest three key ways that change agents, building on their understanding of responses to change, can best ensure a change initiative’s success:

Recommendation 1: Seek to Understand Not Only Whether Employees Approve or Disapprove of a Change but Also What Drives Their Response

The examples and case studies together reveal that for managers to fully benefit from responses to a change initiative, they need to understand how employees feel about the change, why employees feel that way, and what kind of response these feelings evoke. As our examples have indicated, employee feelings drive each of the different types of recipient responses to change.

Determining these drivers of responses to change may require thinking about an individual’s past behavior and context. Perhaps a quirk of personality is the reason behind an individual’s tendency to behave passively in many situations. Or an individual may have personal reasons for being withdrawn at work that have nothing to do with the organization or the change the organization is trying to make. Speaking directly with change recipients is essential if change agents are to get a better sense of where the recipients’ feelings are coming from: it is especially important when recipients’ responses are
negative. When employees respond negatively to a change initiative because of their legitimate concerns about its viability and perhaps its ethics, managers need to weigh and act on their feedback.

Managers can use the feedback they receive as an opportunity to practice perspective taking. When they receive feedback, they essentially become recipients of a proposal for change and can reflect on this experience further. They can pay attention to how it feels to be on the receiving end of new ideas for how to do things. For example, does an employee’s critical feedback make them feel upset? That response may provoke their own change resistance. What would it take to direct the energy of their response productively and engage with the employee’s ideas? By asking such questions, managers can practice identifying their own emotional responses and consider how they might communicate current plans and future proposals to engage others in a productive, active way.

Recommendation 2: Strive to incorporate recipient feedback rather than spending energy trying to convert recipients’ evaluations from negative to positive.

• When seeking out the opinions of employees about a change, do not automatically reject or push against negative feedback.
• Seriously consider the merits of the employees’ feedback (for example, with recommendation 1 in mind, think about whether the feedback comes from a desire to support the organization and its goals overall).
• Use employee feedback to make appropriate judgments about the change: Are there things that can and should be altered in the new initiative? Has the initiative’s purpose been clearly communicated? How can the organization prepare for some of the problems that employees foresee?

Recommendation 3: Focus on encouraging active responses—whether positive or negative—to change.

• Make it clear in communication that you are seeking out and value diverse opinions on a new initiative.
• Develop structures and processes for employees to provide feedback about change. This step is particularly valuable after announcing a change and before it has begun in earnest, as employee responses can have a greater impact at this stage.
• Engage employees in implementing the change: People who feel they are shaping an initiative will be more likely to support its execution.
In addition, change agents who attend to such feedback may discover that a negative response reflects a failure in their own communication. For instance, the change recipients may not understand an initiative’s purpose or importance to the organization. To counter disengagement, then, managers in these cases could share their reasons for a given change. Although efforts such as increasing communication and modifying plans on the basis of employee feedback often take time, they can, when done well, lead to greater employee commitment to implementing the change and, ultimately, to greater success in reaching the goals of the. Eventually, a change initiative is likely to need buy-in from the people who will actually implement the changes. This end will be most easily accomplished when managers acknowledge their employees’ initial concerns and encourage them to participate in shaping how an initiative is carried out.

**Recommendation 3: Focus Primarily on Encouraging Active Responses—Whether Positive or Negative—to Change**

Given that active responses to change, whether positive or negative, provide more feedback than passive ones, change agents should consider approaches that assist in shifting employee responses from passivity toward activity. For example, managers can hold meetings in which both those who evaluate a change positively and those who view it negatively are invited to air their perspectives—a move that signals interest in the expression of multiple viewpoints rather than a preference for positive feedback. This kind of managerial response would likely have fostered more successful change at Nokia.

Managers can sometimes inadvertently contribute to passivity. For instance, they may convey that they want employees to simply accept a proposal without taking time to scrutinize it. In some cases, managers may have a larger hurdle to overcome, as when employees are afraid to give voice to their concerns about a change initiative. Managers should consider ways to reduce this fear. A key factor is allowing individuals to share their honest evaluations without fear of management retaliation. Managers could address this issue by communicating about the change in ways that give employees permission to disagree, providing opportunities to ask questions, creating a forum for offering feedback, or all of the above. Managers should also evaluate whether they can do more to express interest in employee concerns and viewpoints. When managers both provide vehicles for response and demonstrate that they take this feedback seriously, employees feel more motivated to share their ideas and feelings.

Managers can also tailor strategies for eliciting active engagement based on the feelings they perceive as driving responses, as suggested in recommendation 1. Further, when individuals need additional guidance to more fully understand a change, managers might engage in strategies similar to those described in the Lego case study. A consultant who truly understands organizational processes can be particularly helpful in these cases. Giving employees a chance to talk through, spar with, and test-drive scenarios related to new processes and workflows will provide them with the opportunity to offer feedback and ask questions in a safe space.

As general guidance, we recommend that managers develop a structure and process for employees to provide feedback. For instance, regular meetings in which managers seek honest feedback from recipients could serve as a forum in which active responses to change are encouraged and shared. Once these structures and processes are in place, employees will be more likely to become actively engaged in the change initiative. Over time, as employees begin to feel that they have an influence on the change initiative, buy-in should increase and promote the successful implementation of the change. Therefore, managers should seek greater activation and engagement of recipients during a change initiative.
Summary & Conclusion
We have argued that the passive–active dimension of responses to change is likely more important than the positive–negative dimension. When change recipients respond with energy, it is easier for change agents to get feedback that supports both the likely success of the change at hand and the health of the organization as a whole. The field studies we have presented have shown that each type of employee response to change comes within a context—such as a culture of fear or an atmosphere in which only positive responses are encouraged—that managers help to create. If managers are to foster change effectively, they need to understand how change recipients are responding to the managers' actions and then react constructively to those responses. We hope that the examples and suggestions we have provided in this article will help steer the course of change in many organizations.
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"Braking" bad: How managers can respond to employee misbehavior

Erin L. Frey, Gabrielle S. Adams, Evan A. Bruno, & James R. Detert

abstract

Employee misbehavior can be defined as transgressions that go beyond unintentional mistakes but do not rise to the level of criminal offenses. Managers are often given substantial discretion over how to handle such behavior, but they may be unsure about what their response should be or unaware of the extent to which others will care about their response. We offer a framework to help managers respond to misbehavior, particularly when firing the offender is not an option. We identify types of formal and informal responses that not only deter future offenses but also help to restore perceptions of justice within the organization. We also provide guidance on how managers should select and communicate these responses to other employees. Finally, we highlight two supplementary actions that managers can consider to restore perceptions of justice: victim restitution (that is, providing compensation to or otherwise helping to assuage the distress of the wronged party) and offender reintegration (that is, helping the wrongdoer get back to work within the organization).

In 2010, an employee of the Australian bank Macquarie was taking part in a live TV broadcast about interest rates. The interview went viral when viewers noticed that another Macquarie banker was clearly browsing pornography in the background. Employee wrongdoing—whether petty theft, insubordination, or something as disturbing as the employee browsing pornography while at work—is unfortunately common. When such behavior occurs, managers—that is, people with authority and supervisory duties in an organization—are frequently called on to respond. Like all people, managers generally want justice to be served but also want to be seen as fair and compassionate. Further, managers are highly motivated to deter future offenses, because employee transgressions can be costly: US companies lose $50 billion annually from employee theft alone. Even so, managers may be unsure of how best to respond to wrongdoing or may not even realize that people might want them to respond.

Wrongdoing can vary in intentionality, severity, and legality. In Table 1, we sort various employee transgressions into three categories: unintentional mistakes, serious misbehavior, and criminal misconduct. What constitutes an appropriate managerial response largely depends on the category into which an employee’s behavior falls. For example, if a bank teller embezzles money, this action violates the law. A manager’s appropriate response would be to fire the employee and report the embezzlement to a law enforcement agency, such as the FBI in the United States or the Serious Fraud Office in the United Kingdom, for further action. In contrast, if a teller miscounts the cash in a drawer, then a manager’s appropriate response to this unintentional mistake would be to provide an intervention intended to instruct the offender so the mistake would not be made again.

Between unintentional mistakes and criminal misconduct lies serious misbehavior, which, as Yoav Vardi and Yoash Wiener have put it, includes “any intentional action . . . that violates core organizational or societal norms.” Although serious misbehavior may not be easily defined, scholars generally distinguish between three types: interpersonal misbehavior (such as harassment, bullying, or incivility), which harms individuals in an organization; group misbehavior (such as discrimination and social undermining), which harms individuals and the organization as a whole rather than specific individuals.

Researchers have studied many types of serious misbehavior, including workplace deviance, wrongdoing and misconduct, employee mistreatment, counterproductive work behavior, transgressions, violations, and offenses. The common thread in all of these concepts is the understanding that serious misbehavior breaks social or cultural norms and harms an organization or its members.

Responding to these cases can be challenging. Because serious misbehavior falls below the threshold of criminal misconduct, responses generally come from within the organization rather than from external legal or regulatory bodies. But serious misbehavior is also intentional, and thus it is unlikely to be caused purely by naivety or lack of knowledge. Responses must therefore go beyond instructional training, feedback, or other learning-oriented approaches used to correct behaviors that led to unintentional mistakes.

Organizations typically have policies that provide managers with some general guidance about how to act when misbehavior occurs. But these policies often leave much of the decision-making up to individual managers. For example, the Bank of England’s staff handbook specifies that if an employee misbehaves, that employee’s supervisor or manager will give a first written warning. A failure to fix the misbehavior may lead to a final written warning. After that, if the employee’s conduct . . . remain[s] unsatisfactory in any respect . . . it may be decided that further disciplinary action is necessary. This may take the form of dismissal with or without notice. . . . demotion and/or reduction in pay, transfer.
Table 1. Types of wrongdoing

Many types of bad behavior can occur in organizations. We focus on the middle category, serious misbehavior, as managers have the most discretion over this form of bad behavior, yet organizational policies often provide insufficient guidance for how managers should respond.

<table>
<thead>
<tr>
<th>Category of behavior</th>
<th>Subcategory</th>
<th>Example</th>
<th>Typical response</th>
</tr>
</thead>
<tbody>
<tr>
<td>Unintentional mistakes</td>
<td>Errors</td>
<td>Negligence, Unintentional harmful missteps</td>
<td>Managerial responses focused on improvement, which may include performance improvement plans, training, feedback</td>
</tr>
<tr>
<td>Serious misbehavior</td>
<td>Organizational (the misbehavior primarily harms the functioning of the organization)</td>
<td>Employee theft, pilfering, Misuse of company resources, Vandalism, Insubordination, Substance use, Sabotage (as in intentionally damaging equipment), Absenteeism, Misrepresenting work hours</td>
<td>Managerial responses, possibly guided by organizational policies, that may include imposing a negative consequence on the employee, attempted offender reintegration</td>
</tr>
<tr>
<td>Serious misbehavior</td>
<td>Group (the misbehavior harms an individual and impairs group or organizational functioning)</td>
<td>Discrimination (racism, sexism), Customer harassment, Social undermining (malicious gossip, rumors, and the like)</td>
<td>Managerial responses, possibly guided by organizational policies, that may include imposing negative consequences on the employee, attempted restitution for victims and offender reintegration</td>
</tr>
<tr>
<td>Serious misbehavior</td>
<td>Interpersonal (the misbehavior harms an individual)</td>
<td>Harassment of a coworker, Bullying, Incivility, Abusive behavior</td>
<td>Managerial responses, possibly guided by organizational policies, that may include imposing negative consequence on the employee, attempted restitution for victims</td>
</tr>
<tr>
<td>Criminal misconduct</td>
<td>Fraud, Embezzlement, Extortion, blackmail, White-collar crime, Bribery, Assault, Ponzi schemes, Insider trading, False reporting on legal documents</td>
<td>Termination, responses by external parties (such as the criminal justice system or regulatory agencies), or both</td>
<td></td>
</tr>
</tbody>
</table>
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Managers are not always able or willing to fire employees to other duties or disciplinary suspension without pay.\textsuperscript{14} Many other organizations have similarly worded policies, which simultaneously give managers discretion but very little guidance regarding how they should respond.

In addition, most organizational policies fail to acknowledge that managers must consider multiple perspectives beyond the offender’s point of view in selecting their course of action. Employee misbehavior is frequently an open secret. It often occurs in public, is witnessed by others, or becomes known through gossip and rumors or managerial responses. Such behavior can therefore have implications for victims, other employees, and even human resources (HR) departments. As a result, these varied individuals often want to see justice served or restored in their workplace—meaning they are aware that wrongdoing has occurred in their organization and they want steps taken to right the situation. (Scholars refer broadly to this desire as a need for restoring justice after a transgression.) Yet policies typically do not tell managers what to do vis-à-vis managing others’ impressions and desires for justice.

In this article, we aim to provide guidance about how managers should respond to serious employee misbehavior, particularly given the multiple viewpoints involved. We walk through the decisionmaking process in choosing and implementing consequences for serious misbehavior. Proceeding in chronological order, per Figure 1, we offer recommendations at each stage: Identifying what actions are available, deciding how to choose among them, and communicating about the chosen response. Along the way, we highlight nine recommendations that are based on our review of existing research. We close with a discussion of supplemental actions that managers can take to further ensure justice is served in the workplace and that victims and wrongdoers find ways to move forward.

**Why Delivering Justice Should Be a Priority in Responding to Employee Misbehavior**

Imagine you are a manager who discovers that one of your employees has been racially discriminating against colleagues in your organization. This serious misbehavior harms these colleagues and can influence other employees’ behavior in negative ways. Research suggests, for instance, that discrimination based on stereotypes about entire groups of people can be contagious.\textsuperscript{15} Furthermore, such behavior can lead to a hostile work environment and send a message that undermines or contradicts the organization’s stated values. In short, this misbehavior causes damage at both the interpersonal and the organizational levels.

Termination may seem to be an obvious response. But managers are not always able or willing to fire employees, even as a response to serious misbehavior, as when the offending employee is protected by tenure or by laws that make it difficult to terminate employees.\textsuperscript{16,17} Even

---

**Figure 1. Chronological decisionmaking process for responding to misbehavior**

<table>
<thead>
<tr>
<th>Step 1</th>
<th>Step 2</th>
<th>Step 3</th>
<th>Step 4</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Consider available formal and informal consequences</strong></td>
<td><strong>Select proportional consequences (may involve HR)</strong></td>
<td><strong>Communicate about process and consequences to offender, others</strong></td>
<td><strong>Consider supplemental responses (restitution, reintegration)</strong></td>
</tr>
</tbody>
</table>

---
when managers are able to fire offenders, they often find it deeply uncomfortable to administer this form of punishment. Thus, termination is a relatively rare outcome. Less than 1% of federal employees are fired for misbehavior, for example.

Our first recommendation for managers supervising someone who commits serious misbehavior relates to these cases:

**Recommendation 1.** When employees engage in misbehavior and termination is not an option, managers should find ways to impose other consequences on the offender.

There are many important reasons to pursue this course of action. For one, it can deter future wrongdoing and help individual victims feel heard and protected. In addition, it sends a powerful message to others in the organization who may be watching events unfold to determine whether theirs is a just workplace.

Why else might it be beneficial for managers to impose consequences? When other employees become aware that misbehavior has occurred, they often desire both retribution and deterrence to ensure the misbehavior does not happen again. Employees therefore look to managers to impose consequences. If employees do not see the offender being held accountable, they are likely to experience a strong sense of injustice, which reduces their motivation, productivity, and trust in the organization.

A lack of consequences increases the likelihood that employees will engage in counterproductive work behaviors like destroying equipment, spreading rumors, and stealing. Employees may retaliate against managers for failing to denounce misbehavior, or they may even attempt to take justice into their own hands and become rogue workplace vigilantes. Alternatively, employees may imitate the offender’s bad behavior because they believe they can get away with it. In short, when managers do not punish misbehavior, this leniency might further damage the organization over time.

The perspectives of other employees also come into play when considering nonpunitive responses to serious misbehavior. Managers may be tempted to outsource punishment to HR departments or rely on developmental approaches, such as education or training aimed at improving an offender’s behavior. However, research reveals that third parties prefer punishment to rehabilitation or restoration in the aftermath of serious misbehavior. Thus, even if managers impose developmental consequences (like remedial training) or defer to HR departments for punitive actions, other employees will likely believe that the manager responded inadequately to the misbehavior if punitive consequences are not also imposed.

**What Formal & Informal Consequences Could a Manager Impose?**

A manager needs to assess several aspects of a situation before deciding how to respond to serious misbehavior. Because people have a strong desire for justice and developmental options are unlikely to satisfy this desire, managers should start by considering options that incorporate some form of punishment. Although managers might assume that punitive responses must be severe or involve financial penalties, such as reduced pay, research shows that other types of punishments may be just as effective in deterring future violations and restoring perceptions of justice in an organization. In Table 2, we provide a list of punitive consequences that managers could impose.

A number of these consequences can be classified as formal sanctions, meaning they make use of existing organizational channels, like HR or payroll processes. These approaches can include demotion, formal written warnings, temporary suspensions, or the revocation of workplace perks like travel or the use of company vehicles. Managers can vary the harshness of these sanctions. For example, a temporary two-day suspension is less severe than an indefinite suspension without pay.

Selecting formal consequences can—and sometimes must—be done in conjunction with...
Table 2. Types of consequences available to managers

<table>
<thead>
<tr>
<th>Consequence type</th>
<th>Example</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Formal</td>
<td>Demotion(^{A,B})</td>
<td>Reducing the rank or role of an employee, permanently or temporarily</td>
</tr>
<tr>
<td></td>
<td>Formal written warning or point deduction(^{C,D})</td>
<td>Submitting a formal report to the human resources department or formally deducting points from the employee’s points-based evaluation record</td>
</tr>
<tr>
<td></td>
<td>Temporary suspension(^{C})</td>
<td>Removing the offender from the environment for an extended period of time, either paid or unpaid</td>
</tr>
<tr>
<td></td>
<td>Revocation of perks</td>
<td>Disallowing things from the job that the offender enjoys, such as travel</td>
</tr>
<tr>
<td>Informal</td>
<td>Informal warning(^{E})</td>
<td>Reprimanding the offender without documenting the communication</td>
</tr>
<tr>
<td></td>
<td>Assigning undesirable tasks(^{D,E})</td>
<td>Giving the offender disliked tasks, reassigning desirable or high-status work, or both</td>
</tr>
<tr>
<td></td>
<td>Status reduction(^{G,H,I})</td>
<td>Reducing the influence or esteem of the offender within the group (for example, moving the offender to a less visible workspace, like a basement office)</td>
</tr>
<tr>
<td></td>
<td>Publicly denouncing the behavior in a group communication</td>
<td>Communicating to others that the misbehavior occurred, is unacceptable, and is being responded to, with or without identifying the offender</td>
</tr>
<tr>
<td>Informal, to be used with caution (once initiated, these may be difficult for a manager to control)</td>
<td>Embarrassment(^{J,K,L})</td>
<td>Making the offender feel scrutinized by others (for example, allowing gossip to spread)</td>
</tr>
<tr>
<td></td>
<td>Ostracism(^{H})</td>
<td>Socially excluding the offender (for example, not inviting the offender to important meetings or removing the individual from key committees)</td>
</tr>
<tr>
<td></td>
<td>Public shaming(^{K,L})</td>
<td>Informing others about the offender’s transgression while making public statements condemning the transgression, the offender, or both</td>
</tr>
</tbody>
</table>

HR departments. This collaboration may mean that managers do not have complete discretion over how to respond. Moreover, managers and HR personnel might disagree about the best course of action, because HR personnel sometimes have different incentives than managers do. For example, if members of the HR department are concerned about offenders suing the organization, they may prevent managers from imposing proportional consequences on offenders. Managers may be tempted to simply accept the HR department’s approach—indeed, they might even feel relieved to be absolved of the responsibility of responding. However, if others believe the HR department’s actions are insufficient, then managers will have to respond in other ways or communicate about the ways in which they are constrained (see the How Should Consequences Be Communicated? section).

Managers may also administer informal sanctions, which convey social disapproval but do not involve formal channels. For example, managers who feel they need to take action beyond the HR department’s response might choose to give an offender less desirable work assignments. Among other informal sanctions that managers can impose are verbal reprimands, reductions in status, prestige, or social standing, ostracization of the offender, and even public shaming. Research suggests that informal sanctions can be just as effective as formal sanctions at deterring future transgressions and improving the workforce’s perceptions of justice. Informal sanctions do not require organizational support or administrative processes; managers (and even peer employees) can impose them when their own status, position, or political capital does not otherwise allow them to pursue formal sanctions. In fact, managers may have to use informal sanctions when formal channels are unavailable. A downside to some of these approaches is that once they are enacted, it is difficult or impossible to stop or constrain them. For example, severe public shaming in response to a relatively minor offense (like arriving late to a meeting) could lead to social ridicule and turn the offender into a pariah. Because informal sanctions often arise organically, managers should find out what informal sanctions are already happening within their organization so that they do not excessively pile on additional consequences. (They may also need to intervene if peers’ sanctions have gone too far.) These concerns should not deter managers from using informal sanctions. Rather, they are reminders that managers should also think through how informal sanctions can be constrained. In Table 2, we flag particular informal sanctions that should be used with caution.

Making Decisions About Appropriate Consequences

In addition to determining whether formal or informal sanctions are appropriate, managers need to consider the severity of the misbehavior. How much harm was caused, or how “wrong” is the misbehavior perceived to be? Managers need to evaluate multiple perspectives on these questions to satisfy their employees’ sense that the consequences are proportional to the misbehavior (that is, sanctions are neither too mild nor too harsh).

Third parties may feel justice has not been restored when consequences seem too lenient. And draconian managerial punishments may lead third parties to believe that the offender has not been treated fairly. Furthermore, offenders who feel unjustly treated may retaliate in some way. In other words, responses to employee misbehavior must be harsh but fair enough to both restore justice in the eyes of others in the organization and avoid creating offender backlash.

Making the selection of consequences even more challenging is the fact that assessments of wrongdoing, severity, and proportionality are highly subjective. Such judgments are influenced by many factors, such as culture, knowledge of the situation, individuals’ varying perspectives, and the capacity to empathize with others. This leads to our second recommendation:
**Recommendation 2.** Managers should select consequences that—in the eyes of others—are proportional to the severity of the misbehavior.

In other words, managers must impose consequences that are considered appropriate by both offenders and others in the organization. To do so, managers should consult the victim or victims (if specific victims are involved), the offender or offenders, and other employees to learn about and understand what they would consider to be an appropriate response. Insights into this approach come from research on procedural justice—that is, the study of whether the procedures used to arrive at decisions and outcomes are perceived as fair. These studies show that decisions made with an emphasis on transparency and in consultation with others who might care about the decision (such as disciplinary boards) facilitate buy-in on the decision.49

What to Do When Facing Uncertainty Regarding the Misbehavior

Uncertainty surrounding a purported misbehavior can make it difficult to impose proportional consequences. Uncertainty can take several forms. In some cases, it is hard to determine whether a harmful behavior actually occurred. For example, managers might not be able to verify accusations of inappropriate sexual comments, or they might find that people disagree about whether a lunch invitation was, in fact, a sexual proposition. In such situations, managers should first gather all relevant information from reporting parties and other observers. While collecting these details, managers must remember that victim and third-party perceptions of whether misbehavior occurred are what matter. If the victim and third parties perceive that misbehavior occurred and a managerial response is absent, these individuals are likely to feel that justice has not been restored.

Thus, we offer our third recommendation:

**Recommendation 3.** When managers cannot verify whether harmful behavior occurred, they should communicate to the reporting employee (a) that they have heard the allegation, (b) the reasons why they cannot verify whether misbehavior occurred, (c) what they intend to do in response, and (d) how the uncertainty influenced their decision.

This multistep approach is powerful in part because it is transparent—and several studies have demonstrated that employees care about transparency and procedural justice.49

Uncertainty can also arise when the standards regarding organizational values, norms, or policies are unclear or if the seriousness of the misbehavior is subject to debate. For instance, stealing office supplies or occasional tardiness may violate rules but, in certain organizations, these offenses may not be classified as serious.

In these scenarios, managers should start by seeking clarification from the HR department about their organization’s standards and use their discretion when deciding whether the behavior constitutes serious misbehavior. Managers can also seek feedback from trusted parties, both formally and informally, to better gauge how others perceive the situation. Once again, what matters most is that the approach is transparent and consistent across offenders who commit similar transgressions. To the extent that managers judge serious misbehavior to have occurred, punitive responses should be enacted. However, if there are mitigating circumstances (for example, the offender was coerced into the misbehavior), managers could consider applying less severe penalties.

Finally, managers may experience uncertainty about whether the offender intended to seriously misbehave. Regardless of the offender’s underlying intentions, if serious misbehavior occurred, punishment should be enacted to uphold the organization’s values and because third parties are likely to perceive a lack of punishment to be unfair. Our next recommendation comes into play in these situations:

**Recommendation 4.** When misbehavior could be partly unintentional, managers...
should consider supplementing their punitive response with a developmental response.

For example, when British soccer player Jamie Vardy used a racist slur against a Japanese man in a casino, Vardy said that he was unaware that the term could be offensive. The athletic club of which Vardy was a part needed to convey that racism violates their values and would not be tolerated. But given Vardy’s professed ignorance, the club leadership supplemented their punitive response with a developmental one by both fining him and requiring diversity training. This approach meets the expectations of third parties, who want to see punitive action when serious misbehavior occurs, and also accommodates the perspective of offenders, who typically feel that because their misbehavior was unintentional, they should be treated leniently or receive rehabilitative treatment such as education or training. Furthermore, when coupled with a developmental approach, punishment may feel more palatable to managers.

How Should Consequences Be Communicated?

Before managers communicate their course of action, they should first consider how best to approach the offender. A punitive consequence can make offenders feel marginalized and unvalued, so offenders may psychologically withdraw from the organization afterward. Managers, meanwhile, may need offenders to remain involved and productive members of the organization. In these cases, we recommend the following:

**Recommendation 5.** If managers wish to keep offenders engaged at the organization, they should communicate consequences to offenders using language that makes offenders feel like they still belong at the organization.

Organizational behavior research has found that managers can simultaneously punish offenders while also using reintegrative language to frame the manager’s decisions in ways that affirm that offenders are still valued and can recover from the incident. For example, a manager might tell an offender that “your actions are not who you are. Do not let them define you. People mess up, and it’s not the mess-ups that define them, it’s how they come back from them.”

Not only is it important to communicate consequences to offenders, but it is equally important that managers inform other employees that the offender has been held accountable. Without such communication, employees might assume that the offender got away with the misbehavior, leading them to perceive the workplace as being unjust, even though the manager has, in fact, administered discipline. We therefore offer our sixth recommendation:

**Recommendation 6.** Managers should communicate to others in the organization that they have taken actions to hold the offender responsible for the misbehavior.

In some circumstances, managers cannot speak directly about an offender—as when legal concerns or HR policies bar this option—but managers can still share their responses to the misbehavior with employees by making a general statement about the type of misbehavior and its consequences without mentioning an individual situation or naming the offender. Studies have found that even indirectly communicating that an offender was held accountable—without specifying the exact actions taken—may help employees feel that justice has been restored.

When updating observers in this way, managers should ensure that the following two elements are a part of their message:

**Recommendation 7.** Managers should clearly convey that the consequences...
were a direct result of the misbehavior (that is, they were contingent on the behavior), and managers should supply the reason for the consequences (the rationale).

In the aftermath of bad behavior, people spontaneously and automatically attempt to understand why the events occurred,55,56 in part to anticipate a manager’s choices and the likelihood of these transgressions occurring in the future. For this reason, managers who directly link misbehavior with negative consequences (through contingent communication) can help other employees understand the consequences and their context.57

One example of contingent communication is a message from Chicago’s National Hockey League team, the Blackhawks. When the league suspended the team’s assistant coach, Marc Crawford, for verbally abusing players, the organization issued a statement:

[We, along with] independent legal counsel, conducted a thorough review of assistant coach Marc Crawford in response to allegations of misconduct in previous coaching positions. . . .

We do not condone his previous behavior. Through our review, we confirmed that Marc proactively sought professional counseling to work to improve and become a better communicator, person and coach. . . .

We have determined that Marc will remain suspended from team activities until January 2, 2020, at which time he will resume his assistant coaching duties, subject to his continued compliance with his contractual obligations and team expectations. In addition, he will continue with his counseling moving forward.58

This statement communicates that Crawford was held accountable and that his suspension was directly linked to his alleged misconduct. When consequences are understood to be contingent on a particular instance of misbehavior, observers infer that misbehavior will lead to consequences. This cause–effect pairing helps observers feel that they understand the rules of the organization, which fosters perceptions of a just work environment.59 Moreover, employees who feel that consequences in the workplace are contingent on misbehavior perceive their supervisors to be more effective.57 Other research indicates that workplaces with contingent discipline are often more functional than workplaces with noncontingent discipline.60

In addition to articulating contingency, managers should offer a rationale for choosing those consequences that clarifies the intended purpose or goal of an intervention. Take the case of a Southwest pilot caught making sexist remarks about flight attendants. Southwest temporarily suspended the pilot and sent him to diversity training. A vice president from Southwest announced these consequences, saying that the goal of the suspension and training was “to reinforce the company’s expectation that [the pilot] show respect and treat all with dignity.”61

Absent a communicated rationale, employees may view the process of administering consequences to be unfair, which could be problematic: Perceptions of unjust processes harm organizational functioning even more than do perceptions of unjust outcomes.49 Failing to explain the rationale behind a manager’s response to misbehavior may lead observers to infer that the consequences were being administered for a different reason. This misunderstanding may then lead them to view the consequences as mismatched to the misbehavior and therefore ineffective. For that matter, if observers misunderstand the manager’s intentions, they may conclude the intended goals were not achieved. A manager may choose to move a misbehaving employee to a new role in which it is impossible for the offender to reoffend, for example. But if other employees believe that the relocation was the manager’s effort to punish the offender in a way that would make the transgressor suffer for their crime, they may see this response as too soft, thus failing to understand the true rationale behind the manager’s actions.
What Can Managers Do to Provide Restitution to Victims of Serious Misbehavior?

When a person’s misbehavior harms another individual, the victim of this interpersonal misbehavior may feel that their status, belonging, autonomy, dignity, and respect have been compromised. As a result, victims (and other employees) tend to perceive the social dynamics of an organization as being unbalanced after interpersonal misbehavior. For example, they often feel the victim is owed something from the offender or the organization broadly. Offender-focused consequences might be one way to reestablish justice perceptions, but managers should also consider victim-focused responses. Hence, beyond attempting to have the offender experience proportional consequences, managers may also need to think about how best to accomplish victim restitution—that is, how best to provide compensation to or otherwise help to assuage the distress of the wronged party. This leads to our next recommendation:

Recommendation 8. Managers should consider actions that support victims, such as compensatory justice and apologies.

Victims care greatly about having their status restored and needs met in the wake of interpersonal misbehavior. Moreover, substantial research shows how important it is to both adopt procedures that ensure respect for victims (procedural justice) and ensure that victims feel respected and heard (interactional justice). The enactment of these responses, which can restore the victim’s understanding that they work within a just organization, may reduce the likelihood that the victims of wrongdoing retaliate against the organization. More generally, managers must create a psychologically safe environment in which people can bring problems to the attention of management without fear. The absence of such a climate, by contrast, works against managers’ efforts to restore perceptions of justice and can lead to the proliferation of additional misbehavior. In sum, after interpersonal misbehavior occurs, managers should not only impose consequences on the offender but also publicly and visibly take actions that address victims’ needs and rights.

The rights of victimized employees are often enumerated in employee handbooks—they may even have access to ombudsmen or the right to a union representative to aid them—but some formal organizational policies actually limit victims’ rights in the aftermath of misbehavior. Organizations are often fearful of legal action by victims—which could harm the reputation of the organization or the offenders—and they therefore put obstacles in place to deter lawsuits or protect the status of either the organization or offenders. For example, sexual harassment cases are often settled under a nondisclosure agreement (NDA) in an attempt to protect the reputation of the offender. However, such practices do little to aid victims.

Putting aside concerns about the fairness and morality of NDAs in this context, it is important to consider what might actually help victims feel psychologically protected and restored and to avoid any attempts to offer mere appeasement. One option is to demonstrate active compassion for the victim, meaning to take steps that offer comfort or otherwise address the victim's pain. Managers can do so by giving victims the time and resources to pursue their own path to restoring justice, providing forums for victims to air their grievances and voice their experiences, encouraging offenders to apologize to victims, and providing financial or other forms of compensation.

The exact actions managers take on behalf of victims may depend in part on the nature of the misbehavior. Victims may want face-to-face apologies if they were treated unfairly—but not if they suffered sexual harassment or other traumatizing offenses. In the former case, managers could provide forums for offenders to apologize. In the latter, managers could move the offender out of the victim’s work environment and provide the victim with compensatory resources, such as a private forum in which to talk about the harassment experienced, time off from work, social support, or sponsorship during a job search.
Managers should also consider involving people at multiple levels of the organization in the response. Although managers who directly supervise the victim and offender—and therefore know both parties well—may be more likely than senior leaders to gain offender cooperation, the involvement of senior leaders can foster perceptions of justice in other ways. If senior leaders are involved in selecting and communicating responses to wrongdoing, victims may feel that the organization is taking their perspective seriously. The involvement of high-status leaders gives employees the impression that justice—and the specific incident at hand—is important to the organization. Most critically, victims themselves should be involved in the justice process: As noted previously, managers should ask the wronged individuals for their input on the situation, particularly about what kind of response or punishment is warranted. In addition, managers should make victims aware that their actions are intended to restore justice and empower the victim within the organization. Otherwise, victims or third parties may perceive such actions to be attempts at victim appeasement rather than a sincere effort to be supportive.

If managers handle these responses well, they may even accrue some personal benefits. Managers who both compensate victims and discipline offenders are held in high esteem by observers. They are more likely to garner support for election to a specific office or promotion within an organization than are managers who only discipline offenders.

How Can Managers Reintegrate Offenders?

Offenders who remain at an organization pose many challenges that managers should not ignore. As described earlier, wrongdoers may disengage from the organization after being punished. Alternatively, other employees may not accept offenders who remain, which could lead to perceptions of injustice, dysfunctional interactions, and loss of productivity. Because organizations depend on employee engagement and cooperation, managers may want to support offender reintegration, that is, the repair of relationships shattered by the transgression so that the offender can again become an accepted part of the organizational community.

For example, managers can help people who have committed serious misbehavior reestablish trust with others by facilitating their efforts to actively make amends that go above and beyond the consequences imposed by the manager, whether in expressing sincere concern for third parties or by publicly reaffirming the organization’s values. If third parties respond in supportive ways to the offenders’ repair attempts, offenders, in turn, are likely to feel reaccepted by organizational members.

To foster reintegration, managers can bring offenders and other organizational members together through restorative justice conferencing, in which offenders offer amends and third parties reaffirm support. This discussion can also serve as a space for third parties to voice their grievances, which can be therapeutic and facilitate relationship repair. Managers can also support offender reintegration by making public statements describing the restorative justice conferencing process, affirming the offender’s continued role in the organization, or both.

These steps can help offenders feel reaccepted and can clarify to third parties how they should interact with offenders. For example, Louisiana State University (LSU) suspended basketball coach Will Wade for violating the National Collegiate Athletic Association’s (NCAA’s) policies for recruiting student-athletes and initially declining to meet with administrators. When there was no evidence of misconduct and Wade was later reinstated, the LSU athletic director made a public statement reaffirming his place:

The LSU Athletics Department today agreed to reinstate Will Wade as head coach of the Tiger basketball program.
Coach Wade met Friday with University and NCAA officials. During those meetings, he answered all questions... in connection with recently reported allegations of irregularities in college basketball recruiting.

The University regrets that Coach Wade did not choose to fulfill his obligations to LSU when he was first asked to do so. However, the seriousness of the allegations and Coach Wade’s prior refusal to refute them could not be ignored without exposing the University and the basketball program to great risk. Protecting LSU and preserving our integrity must always be our first priority.

Coach Wade’s explanations and clarifications offered during the meeting, absent actual evidence of misconduct, satisfy his contractual obligation to LSU. Accordingly, I have recommended that Coach Wade’s suspension be lifted and that he should be allowed to resume his coaching responsibilities.

Managers can foster reintegration in some cases by giving offenders a chance to publicly address their misbehavior. This strategy is not necessarily appropriate in cases where there are clear victims, but it can be effective for misbehavior that harmed an organization rather than individuals. In the case of LSU, Coach Wade issued a public statement:

I am humbled and grateful to be back at LSU. I would like to express my appreciation to [the] President... and Athletic Director... for my reinstatement, and I sincerely apologize to the university and our fans for the disruption to the University and the program.

I regret the circumstances that prevented me from meeting with the University sooner. I wish I could have addressed these issues when the University first requested a meeting, and I’m grateful they gave me the opportunity to do so last week.

I completely understand that without my denying or explaining the media reports accusing me of wrongdoing LSU was left with no choice but to suspend me until I was willing and able to meet with them. Any other course of action would have put the program and the University at risk.

I look forward to re-joining the team right away. I intend to sit down with my student-athletes and co-workers to explain what has happened during the last 30 days and how I intend for us all to move forward.

This example illustrates how offenders can publicly take responsibility, express remorse, and describe their plans for future action and improvement, which can facilitate reintegration and reacceptance. Even if HR departments or legal concerns prevent managers or wrongdoers from making public statements, managers may be able to articulate such information privately to their work groups or orchestrate private opportunities for offenders to communicate with other organizational members.

We summarize our advice for offender reintegration with a final recommendation:

**Recommendation 9:** Managers should carefully consider whether to attempt to reintegrate offenders; if they decide to do so, they can accomplish reintegration by (a) facilitating interactions between offenders and other organizational members, (b) making public or private statements to others that affirm the offenders’ place (and future) at the organization, (c) offering offenders a chance to voice apologies to others in the organization, or (d) doing some combination of these.

We must caution that offender reintegration is not always appropriate. If employees believe that an offender should have been terminated or received a harsher consequence than was actually administered, seeing the offender being actively reintegrated into an organization may increase employees’ perceptions of injustice. Thus, offender reintegration should only be pursued if managers believe that other employees have been satisfied by the negative
consequences administered. In addition, reintegration may be more suitable in the case of organizational misbehavior, when no identifiable individual victims exist. Third parties are generally highly sympathetic to victims; thus, if employees believe that offender reintegration is taking precedence over victim restitution, they are likely to believe that justice is not being restored.

**Conclusion**

In the aftermath of employee misbehavior in organizations, when an offender remains employed, managers must find ways to hold the offender accountable and foster perceptions of justice among employees. By selecting appropriate consequences, communicating those consequences to everyone involved, and taking actions to support both victim restitution and offender reintegration, managers can help restore and enhance perceptions of justice in the organization. Disciplining offending employees and addressing the concerns of victims and other observers may not be easy, but these steps are critical for moving organizations successfully through incidents of bad behavior.
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